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The Random-Field Ising Model (RFIM) is a cherished but still not completely understood model for the effects of disorder.
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- Two conflicting terms in the Hamiltonian.
- Found useful in a wild variety of contexts:
  - Antiferromagnets in an externally applied magnetic field.
  - Binary liquids in porous media
  - Colossal magnetoresistance oxides.
  - Ferroelectrics, ...
- In spite of innocent aspect, quintessential non-perturbative problem (e.g. the lower critical dimension paradox).
- Space dimension is an all-important variable.
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Universality in terms of different random-field distributions has been severely questioned many times.

We only have analytic control of the problem in very high space dimensions (upper critical dimension: $d = 6$). Understanding what happens upon varying $d$ is a critical issue.
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Ingredients in our approach (II): Simulated (continuous) field distributions

\[
\begin{align*}
\text{double Gaussian (dG):} \\
W_{dG}(h_x; h_R, \sigma) &= \frac{1}{2} \sqrt{\frac{2}{\pi \sigma^2}} \left[ e^{-\frac{(h_x - h_R)^2}{2\sigma^2}} + e^{-\frac{(h_x + h_R)^2}{2\sigma^2}} \right] \\
\text{bimodal (b):} \\
\sigma &= 0 \\
\text{Gaussian (G):} \\
h_R &= 0 \\
dG(\sigma = 1) &\text{: bimodal - like continuous distribution} \\
\text{Poissonian (P):} \\
W_{P}(h_x; h_R) &= \frac{1}{2| h_R |} e^{-\frac{| h_x |}{h_R}} \\
\end{align*}
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- Poissonian (P):
  \[ \mathcal{W}^{(P)}(h_x; h_R) = \frac{1}{2|h_R|} e^{-|h_x|/h_R} \]
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• Overall goal: obtain some $5 \times 10^7$ ground states.
• Even with very efficient min-cut/max-flow algorithms it is crucial to optimize application.
• Homemade code 10 times faster than library implementations: 2 minutes per Ground State on modern CPU: 2 million hours of CPU.
• Beyond capabilities of any local resource RES!!.
• Major logistic problems to be faced: disk storage, massive I/O flow, data base of results... The MareNostrum could handle it all.
Crossings of the universal ratio $\xi/L$ (from connected $\Gamma_{xy}$)
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Poissonian RFIM
Mind the very strong scaling corrections!

$\xi/L$ at the crossing points: different models differ at fixed $L$. 
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\( \xi/L \) at the crossing points: different models differ at fixed \( L \).

One needs extrapolation to large \( L \).
Universality in the $d = 3$ RFIM
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$$A + BL^{-\omega} + CL^{-2\omega} + DL^{-3\omega}; \ L_{\text{min}} = 24; \ \omega = 0.52 \pm 0.11; \ \chi^2/dof = 18.83/14, \ Q = 0.17 \text{ (full covariance-matrix!)}$$
The same approach can be carried out in $d=4$
Extrapolation of $\nu$

\[ \nu_L = \nu + B L^{-\omega} ; \quad L_{\text{min}} = 32 ; \quad \omega = 0.52 ; \]
\[ \chi^2 / \text{dof} = 12.52 / 10, \quad Q = 0.25 \]
Final estimate: $\nu = 1.38 \pm 0.10$
Extrapolation of $\eta$

\[ \eta_L = \eta + BL^{-\omega} ; \ L_{\text{min}} = 32 ; \ \omega = 0.52 ; \ \chi^2/dof = 10/9, \ Q = 0.35 \]

Final estimate: $\eta = 0.5153 \pm 0.0009$
Extrapolation of $2\eta - \bar{\eta}$

$$(2\eta - \bar{\eta})|_L = BL^{-\omega} ; L_{\text{min}} = 16 ; \omega = 0.52 ; \chi^2/dof = 18.26/18, \, Q = 0.44$$
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- The phase diagram of the RFIM is seemingly ruled by a **single fixed point**:
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- Existence of **strong scaling corrections** that need to be carefully monitored. Very accurate computation of anomalous dimensions $\eta, \bar{\eta}$.

- The **two-exponent scaling scenario holds** within an accuracy of two parts in a thousand ($2/1000$) in $d = 3$. Analysis for $d = 4$ on their way.