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Motivation 

 
Predict behaviour on different system 
 
Find bottlenecks, sweet spot, scaling problems 
 
Easier then running on several machines 
 
Reproducible 
 
 
 



Overview 

Several existing simulators include JCAS, BigSim and MuPi 
– Limitations  

 
Highly scalable solution 
– trade off accuracy in exchange of node oversubscription simulation 

 

Execution of real applications, algorithms or their models atop 
a simulated HPC environment for 
– Performance evaluation 

• identification of resource contention 
• underutilization issues 

– Investigation at extreme scale, beyond the capabilities of existing 
simulation efforts 

 



Facilitating HPC Hardware/Software Co- Design Through Simulation 

Parallel discrete event simulation (PDES) to emulate the behavior of future 
architecture choices 
 
Execution of real applications, algorithms or their models atop a simulated 
HPC environment for: 
– Performance evaluation, including identification of resource contention and 

underutilization issues 
– Investigation at extreme scale, beyond the capabilities of existing simulation 

efforts 
 

xSim: Highly scalable solution that trades off accuracy 



Overview 
 
 
Combining highly oversubscribed 
execution, a virtual MPI, and a time-
accurate PDES (Parallel discrete event 
simulation) 
 
PDES uses the native MPI and 
simulates virtual processors 
 
The virtual processors expose a virtual 
MPI to applications 
 



Overview 
 
The simulator is a library 
 
Utilizes PMPI to intercept MPI 
calls and to hide the PDES 
 
Easy to use: 
– Replace MPI header for xSim 
– Compile and link with the 

simulator library 
– Run the MPI program 

mpirun – np <np> ./prog  
–xsim-np <vp> 

 
Support for C and Fortran MPI 
applications 



Network Models 

 
Support for various networking models 
– Analyze existing hardware conditions 
– Test for differing architectures 

 
No accounting for traffic, congestion and any subsequent re-
routing of messages 



Network Models 

Unidirectional Ring Star 

Tree Mesh 



Network Models 

Torus 

Twisted Torus 



Network Models 

Twisted Torus with Toroidal Jump 

Twisted Torus with Toroidal Degree 



Experimental Results 

 



 



 



 



Core scaling – Monte Carlo MI 

960 Core system 
240 cores for simulation due to memory 
bandwidth restrictions 



Core scaling 

 Recurring behaviour for increasing MPI process sizes 
 Scales well, then plateaus 



Problem scaling 



MPI message count scaling 

 Simulator also gathers MPI statistics 
 Linear increase of exchanged messages, as expected 



Outcome & Conclusions 

 
Behaviour of code is predictable 
 
Simulation provides valuable information 
 
Forecast behaviour on varying systems possible 
 
Time and resource saving via simulation 
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