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International Project Readies Climate
Models For Exascale Era
Michael Feldman, HPCwire Editor

However well-meaning, the efforts of individual nations to curb climate change will always
fall short. Given that climate does not respect national borders, global cooperation will be
the key to any solution. While international political cooperation to deal with the issue has
been frustratingly slow, at least one aspect of the problem is now getting some global
focus: climate modeling.

The first international effort to bring climate simulation software onto the next-generation
exascale platforms got underway earlier this spring. The project, named Enabling Climate
Simulation (ECS) at Extreme Scale, is being funded by the G8 Research Councils
Initiative on Multilateral Research and brings together some of the heavy-weight
organizations in climate research and computer science, not to mention some of the top
supercomputers on the planet.

This project came out of the ongoing collaboration of University of Illinois at Urbana-
Champaign (UIUC) and the French National Institute for Research in Computer Science
and Control (INRIA) though their Joint Laboratory for Petascale Computing and takes
advantage of the support of NCSA, which will provide access to the upcoming multi-
petaflop Blue Waters system.

In a nutshell, the objective of the G8 ECS project is to investigate how to efficiently run
climate simulations on future exascale systems and get correct results. It will focus on
three main topics: (1) how to complete simulations with correct results despite frequent
system failures; (2) how to exploit hierarchical computers with hardware accelerators
close to their peak performance; and (3) how to run efficient simulations with 1 billion
threads. This project also aims at educate new generations of climate and computer
scientists about techniques for high performance computing at extreme scale.

The team is led by the UIUC's Marc Snir (project director), and INRIA's Franck Cappello
(associate director). It gathers researchers from five of the G8 nations: the US (University
of Illinois at Urbana Champaign, University of Tennessee and National Center for
Atmospheric Research), France (INRIA), Germany (German Research School for
Simulation Sciences), Japan (Tokyo Tech and University of Tsukuba), Canada (University
of Victoria) and Spain (Barcelona Supercomputing Center).

HPCwire got the opportunity to ask project director Mark Snir and atmospheric scientist
Don Wuebbles at UIUC and INRIA's Franck Cappello about the particulars of the G8
ECS effort and to provide some perspective on what it means to the climate research and
computer science communities.
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HPCwire: How do the current climate models that are being run on terascale and
petascale systems fall short?

Don Wuebbles: There is a strong need to run global climate models with detailed
treatments of atmospheric, land, ocean, and biospheric processes at very high resolution,
with the newest generation of climate models that can be run on petascale computers
being able to get to a horizontal resolution of as low as about 13 kilometers. Such a
capability allows for many relevant processes to be treated without having to make the
severe approximations and parameterizations found in the models used in previous
climate assessments.

As an example, it is now known that ocean models need to be run at roughly a tenth of a
degree or about 10 kilometers horizontal resolution in order to adequately represent
ocean eddy processes. Even on a petascale machine, only a limited number of runs can
be done with the new high resolution models. A exascale machine will allow for even high
resolution as new dynamical cores are developed. Even more important though is that
ensembles of the climate analyses extending over many hundreds of years can be run,
thus allowing better representation of natural variability in the climate system.

In addition, exascale computing will allow for well-characterized studies of the
uncertainties in modeling of the climate system that are impossible on current computer
systems because of the extensive resources required.

HPCwire: Will  ECS effort be able leverage any of the work done by the
International Exacale Software Project (IESP)?

Marc Snir: Many partners of the project are active participants of IESP either as leader,
members of the executive committee or experts of IESP. The research program has been
defined taking into account the IESP results. IESP work was a instrumental in the
clarification of the challenges and the definition of the research scope in the three main
topic of our ECS project. Our project also carefully followed the discussions within the
European Exascale Software Initiative (EESI) and Japan, where several G8 ECS
partners are playing leading roles. IESP was instrumental in motivating the RFP that was
issued jointly by seven of the G8 countries. However, one should remember that IESP
established a roadmap. New collaborations are needed to implement it. The program that
funds us and five other projects is a (very modest) first step in this direction.

HPCwire: What kinds of assumptions will have to be made about the future
exascale systems to redesign the software?

Franck Cappello: We tried to take reasonable assumptions according to the current
state of the art, the projections made in the exascale preparation reports and discussions
with hardware developers. These assumptions are essentially following the ones
considered in IESP. Exascale systems are likely to have hybrid (SIMD plus sequential)
cores, hundreds of cores per chip, many chips per nodes and deep memory hierarchies.
Another important element is the uncertainty about the system MTBF predictions. This
essentially will depends on the level of masking provided by the hardware.

A key choice in our project was to test our research idea on a significant variety of
available HPC systems: Blue Waters, Blue Gene P and Q, Tsubame2, the K machine in
Kobe and Marenostrum2. We believe that what we will learn by testing our improvements
on these machines will help us to better prepare climate code for exascale.

HPCwire: What kinds of changes to today's climate simulations do you anticipate
to bring this software into the exascale realm?

Cappello: Our project focuses on three key issues: system level scalability, node level
performance and resilience. No existing climate model scales to the order of a million
cores. Thus, studying system level scalability is a critical. The main research driver is to
preserve locality, since strong locality will be crucial for performance. We shall explore
three key areas: topology and computation-intensity-aware mappings of simulation
processes to system, communication-computation overlap, and the use of asynchronous
collective communications.
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Concerning node level performance, we shall explore modeling and auto-
tuning/scheduling of intra-node heterogeneity with massive numbers of cores, for
example, GPUs; exploiting locality and latency hiding extensively to mitigate the
performance impact of intra-node traffic; and studying task parallelism for the physics
modules in the atmosphere model.

ECS will address resilience from multiple complementary approaches, including resilient
climate simulation algorithms, new programming extensions for resilience, and new fault
tolerant protocols for uncoordinated checkpointing and partial restart. These three
approaches could be considered as three levels of failure management, each level being
triggered when the previous one is not enough to recover the execution.

Our work is by no means a full solution to the problem of exascale climate simulations.
New algorithms will be needed. There is another G8 project that looks at algorithm
changes to enhance scalability.

New programming models may be needed to better support fine-grain communication
and load balancing. Some of us are involved in other projects that focus on this problem.
However, our work is, to a large extent, agnostic on these issues.

HPCwire: By the time the first exascale systems appear in 2018 to 2020, climate
change will almost certainly be much further along than it is now. Assuming we're
able move the software onto these exascale platforms and obtain a much more
accurate representation of the climate system, what will policy makers be able to
do with these results?

Snir: I suspect that all participants in our project believe that the time to act on global
warming is now, not ten years from now. The unfortunate situation is that we seem
incapable of radical action, for a variety of reasons. It is hard to have international action
when any individual country will be better served by shirking its duties -- the prisoner's
paradox -- and it is hard to act when the cost of action is immediate and the reward is far
in the future.

As unfortunate as this is, we might have to think of mitigation, rather than remediation.
More accurate simulations will decrease the existing uncertainty about the rate of global
warming and its effects; and will be needed to assess the effect of unmitigated climate
change, and the effect of various mitigation actions. Current simulations use 100 km
grids. At that scale, California is represented by a few points, with no discrimination
between Coast Range and Central Valley, or Coastal Range and Sacrament-San
Joaquin Delta. Clearly, global warming will have very different effects on these different
geographies. With better simulations, each House member will know how his or her
district will be impacted.

HPCwire: How much funding is available for this work and over what time period?
Is each country contributing?

Cappello: This three-year project receives G8 coordinated funding from the Natural
Sciences and Engineering Research Council of Canada (NSERC), French National
Research Agency (ANR), German Research Foundation (DFG), Japan Society for the
Promotion of Science (JSPS) and the National Science Foundation (NSF). This project,
together with five other projects, was funded as part of the G8 Research Councils
Initiative on Multilateral Research, Interdisciplinary Program on Application Software
towards Exascale Computing for Global Scale Issues.

This is the first initiative of its kind to foster broad international collaboration on the
research needed to enable effective use of future exascale platforms. The total funding
for this initiative is modest, about 10 million euros over 3 years, spread over 6 projects.

HPCwire: Is that enough money to meet the goals of the project? Do you anticipate
follow-on funding?

Snir: The project has received enough money to fund the research phase and develop
separated prototypes on the three main topics. Our focus is on understanding the
limitations of current codes and developing a methodology for making future codes more
performing and more resilient. The development of these future codes will require

house compute clusters.
Access compute resources in
minutes instead of months.
See for yourself–build a 64-
core parallel cluster and run a
molecular dynamics
simulation in under 10
minutes. Learn more

More Multimedia

HPC Storage Systems
Administrator - Broad
Institute

Manager (Operations),
ASU Advanced
Computing Center -
Arizona State University

Senior System
Administrators - CSC

Senior C++ Systems
Programmers - We are
an upstart company with
noble aspirations - TLO

Senior Software
Architect/Implementer -
University of Virginia

Sr. Software Design
Engineer -Technical
Computing - Microsoft

Visit the HPCwire Job
Bank

Featured Events

May 16, 2011 - May 20,
2011 
IPDPS 2011 - 25th IEEE
International Parallel and
Distributed Processing
Symposium
Anchorage, AK
United States

June 15, 2011 - June 17,
2011 
HPCS 2011
Montreal, 
Canada

June 19, 2011 - June 23,
2011 
International
Supercomputing
Conference 2011 (ISC'11)
Hamburg, 
Germany

http://www.hpcwire.com/ct/e/V7gsREP60tYsuk0-ed78b9ytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tb2a7yDBnM_StytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tYmuApKGgc_n9ytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tYAf3NXbzudTdytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tYxA4vZJc4_OLcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tYRrCFLpUHjLdytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tb6RWiTRbD3fNytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60takMPMNiyon6dytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tYci974-wIsudytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tbLUOJNmS9gWNytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tb1Dg7G4E7SNdytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tbDU1HZEV5FD9ytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60taLDtjUMl_XL9ytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tawXau_kQVXpNytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60tYKREFBm5Zo9rcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/multimedia/topic/hpcmedia?limit=10
http://jobs.hpcwire.com/jobdetails.cfm?jid=897
http://jobs.hpcwire.com/jobdetails.cfm?jid=897
http://jobs.hpcwire.com/jobdetails.cfm?jid=897
http://jobs.hpcwire.com/jobdetails.cfm?jid=893
http://jobs.hpcwire.com/jobdetails.cfm?jid=893
http://jobs.hpcwire.com/jobdetails.cfm?jid=893
http://jobs.hpcwire.com/jobdetails.cfm?jid=893
http://jobs.hpcwire.com/jobdetails.cfm?jid=884
http://jobs.hpcwire.com/jobdetails.cfm?jid=884
http://jobs.hpcwire.com/jobdetails.cfm?jid=880
http://jobs.hpcwire.com/jobdetails.cfm?jid=880
http://jobs.hpcwire.com/jobdetails.cfm?jid=880
http://jobs.hpcwire.com/jobdetails.cfm?jid=880
http://jobs.hpcwire.com/jobdetails.cfm?jid=878
http://jobs.hpcwire.com/jobdetails.cfm?jid=878
http://jobs.hpcwire.com/jobdetails.cfm?jid=878
http://jobs.hpcwire.com/jobdetails.cfm?jid=874
http://jobs.hpcwire.com/jobdetails.cfm?jid=874
http://jobs.hpcwire.com/jobdetails.cfm?jid=874
http://www.hpcwire.com/jobs.html
http://www.hpcwire.com/jobs.html
http://www.ipdps.org/
http://www.ipdps.org/
http://www.ipdps.org/
http://www.ipdps.org/
http://www.ipdps.org/
http://2011.hpcs.ca/
http://2011.hpcs.ca/
http://www.isc11.org/
http://www.isc11.org/
http://www.isc11.org/
http://www.isc11.org/


HPCwire: International Project Readies Climate Models For Exascale Era

http://www.hpcwire.com/hpcwire/2011-05-12/international_project_readies_climate_models_for_exascale_era.html?featured=top[13/05/2011 10:14:16]

 

 Share Options

Subscribe

Subscribe to HPCwire

vSMP Foundation: your largest
workhorse: 8,192 cores and 64 TB RAM

Penguin Computing On Demand:
Ready When You Are

Maxeler Technologies - Maximum
Performance Computing

Penguin's Altus 1750 - From Value Web
Server to High Frequency Trading

PGI Accelerator(tm) Fortran 95/03 and
C99 compilers for x64+NVIDIA

Amazon HPC. Watch hands-on video
tutorial and get free trial.

zNetR - A Scalable, Elastic, and Robust
Parallel Backend for R

PBS Works Offers 30-day Free Trial
License to Grid Engine Users

Appro Delivers Xtreme-X
Supercomputer for 6 DOD Research
Sites

A multidisciplinary conference focusing
on research involving HPC
Convey: An Elegant Solution for Taming
Bioinformatics Data

Feeds by Topic
Applications
Developer Tools
Interconnects
Middleware

Feeds by Content Type
Features
Blogs
Around the Web
Off the Wire

significantly higher funding. We expect to collaborate with other teams that are continuing
to improve climate codes and seek future funding to continue our work as new codes are
developed.

Discussion

There are 0 discussion items posted.

Join the Discussion

Become a Registered User Today!

Registered Users Log in join the Discussion

Email Address: Password (case sensitive)

 

Remember me Forgot Password?

Sponsored Links

Appro & SDSC Launch Data-Intensive Supercomputer for Scientific Discovery
Appro announced the deployment of a high-performance computing system named
“Trestles” by the San Diego Supercomputer Center (SDSC), the result of a $2.8 million
award from the National Science Foundation.

RSS Feeds

June 20, 2011 - June 23,
2011 
Enterprise 2.0
Boston, MA
United States

July 17, 2011 - July 21,
2011 
TeraGrid Conference 2011
- Extreme Digital Discovery
Salt Lake City, UT
United States

September 26, 2011 -
September 30, 2011 
IEEE Cluster Conference
2011
Austin, TX
United States

View/Search Events
Post an Event

http://www.hpcwire.com/ct/e/V7gsREP60tZYpGGA22wrl9ytXgUv55TT
http://www.hpcwire.com/ct/e/V7gsREP60taeMf6NUKQtx9ytXgUv55TT
http://twitter.com/hpcwire/
http://www.hpcwire.com/xs/register
http://www.hpcwire.com/ct/e/V7gsREP60tasxa2AIcdyj7cKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tasxa2AIcdyj7cKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tYKl6R777li8bcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tYKl6R777li8bcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tZkvG5h5omAGbcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tZkvG5h5omAGbcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tYmsRDTOzkeercKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tYmsRDTOzkeercKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60taq7erw92It2LcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60taq7erw92It2LcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60taJLbYIRpAF0LcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60taJLbYIRpAF0LcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tbYlhlobNsEiLcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tbYlhlobNsEiLcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tZsYVovz6C3xLcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tZsYVovz6C3xLcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tbunArLAu5j8rcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tbunArLAu5j8rcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tbunArLAu5j8rcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60taq4Oyywf1pabcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60taq4Oyywf1pabcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tY003YqifYPj7cKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/ct/e/V7gsREP60tY003YqifYPj7cKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/rss/hpcwire/applications/
http://www.hpcwire.com/rss/hpcwire/developertools/
http://www.hpcwire.com/rss/hpcwire/interconnects/
http://www.hpcwire.com/rss/hpcwire/middleware/
http://www.hpcwire.com/rss/hpcwire/featured/
http://www.hpcwire.com/rss/hpcwire/hpcblogs
http://www.hpcwire.com/rss/hpcwire/topheadlines/
http://www.hpcwire.com/rss/hpcwire/offthewire/
http://www.hpcwire.com/xs/register
http://www.hpcwire.com/xs/register
http://www.hpcwire.com/xs/reqpass
http://www.hpcwire.com/ct/e/V7gsREP60taQigqwPU3eHdytXgUv55TT
http://www.e2conf.com/boston
http://www.e2conf.com/boston
https://www.teragrid.org/web/events/tg11
https://www.teragrid.org/web/events/tg11
https://www.teragrid.org/web/events/tg11
http://www.tacc.utexas.edu/ieee/2011/
http://www.tacc.utexas.edu/ieee/2011/
http://www.tacc.utexas.edu/ieee/2011/
http://www.hpcwire.com/events/topic/hpcevents/
http://www.hpcwire.com/xs/postmsg/events/
http://www.hpcwire.com/ct/e/V7gsREP60tYv_Q8pXGV22NytXgUv55TT


HPCwire: International Project Readies Climate Models For Exascale Era

http://www.hpcwire.com/hpcwire/2011-05-12/international_project_readies_climate_models_for_exascale_era.html?featured=top[13/05/2011 10:14:16]

Copyright © 1994-2011 Tabor Communications, Inc. All Rights Reserved.
HPCwire is a registered trademark of Tabor Communications, Inc. Use of this site is governed by our Terms of Use and Privacy Policy.
Reproduction in whole or in part in any form or medium without express written permission of Tabor Communications Inc. is prohibited.

Powered by Xtenit

Networks
Processors
Storage
Systems
Visualization

Feeds by Industry
Academia & Research
Financial Services
Government
Life Sciences
Manufacturing
Oil & Gas
Retail

Whitepapers
Multimedia
HPC Soundbite Podcasts

Subscribe to All Content
All

Home | News | Features | Blogs | HPC Markets | Whitepapers | Multimedia | Events | Job Bank | Academia & Research | Financial
Services | Government | Life Sciences | Manufacturing | Oil & Gas | Retail | Applications | Developer Tools | Interconnects | Middleware |
Networks | Processors | Storage | Systems | Visualization | Subscribe | About HPCwire | Contact Us | Site Map | Editorial Calendar |
Reprints

Tabor Communications | Tabor Publications & Events

HPCwire

Tabor Communications

http://www.hpcwire.com/about/termsofuse
http://www.hpcwire.com/about/privacypolicy
http://www.xtenit.com/
http://www.hpcwire.com/rss/hpcwire/networks/
http://www.hpcwire.com/rss/hpcwire/processors/
http://www.hpcwire.com/rss/hpcwire/storage/
http://www.hpcwire.com/rss/hpcwire/systems/
http://www.hpcwire.com/rss/hpcwire/visualization/
http://www.hpcwire.com/rss/hpcwire/academia/
http://www.hpcwire.com/rss/hpcwire/financialservices/
http://www.hpcwire.com/rss/hpcwire/government/
http://www.hpcwire.com/rss/hpcwire/lifesciences/
http://www.hpcwire.com/rss/hpcwire/manufacturing/
http://www.hpcwire.com/rss/hpcwire/oilandgas/
http://www.hpcwire.com/rss/hpcwire/retail/
http://www.hpcwire.com/rss/whitepapers/hpcwhitepapers
http://www.hpcwire.com/rss/multimedia/hpcmultimedia
http://www.hpcwire.com/rss/hpcwire/hpcsoundbite/
http://www.hpcwire.com/rss/hpcwire/
http://www.hpcwire.com/ct/e/V7gsREP60tYAlZcnzSPTrbcKuw5XntEp2A6t1lLiSVI=
http://www.hpcwire.com/
http://www.hpcwire.com/news.html
http://www.hpcwire.com/hpcwire/topic/featured?limit=25
http://www.hpcwire.com/hpcwire/topic/hpcblogs?limit=10
http://markets.hpcwire.com/
http://www.hpcwire.com/whitepapers/topic/hpcwhitepapers?limit=10
http://www.hpcwire.com/multimedia/topic/hpcmedia?limit=10
http://www.hpcwire.com/events/topic/hpcevents/
http://www.hpcwire.com/jobs.html
http://www.hpcwire.com/view.html?topic=academia
http://www.hpcwire.com/view.html?topic=financialservices
http://www.hpcwire.com/view.html?topic=financialservices
http://www.hpcwire.com/view.html?topic=government
http://www.hpcwire.com/view.html?topic=lifesciences
http://www.hpcwire.com/view.html?topic=manufacturing
http://www.hpcwire.com/view.html?topic=oilandgas
http://www.hpcwire.com/view.html?topic=retail
http://www.hpcwire.com/view.html?topic=applications
http://www.hpcwire.com/view.html?topic=developertools
http://www.hpcwire.com/view.html?topic=interconnects
http://www.hpcwire.com/view.html?topic=middleware
http://www.hpcwire.com/view.html?topic=networks
http://www.hpcwire.com/view.html?topic=processors
http://www.hpcwire.com/view.html?topic=storage
http://www.hpcwire.com/view.html?topic=systems
http://www.hpcwire.com/view.html?topic=visualization
http://www.hpcwire.com/xs/register
http://www.hpcwire.com/about
http://www.hpcwire.com/about/contact
http://www.hpcwire.com/about/sitemap
http://www.hpcwire.com/about/editorialcalendar
http://www.hpcwire.com/about/reprints
http://www.taborcommunications.com/
http://www.taborcommunications.com/publications/index.htm

	hpcwire.com
	HPCwire: International Project Readies Climate Models For Exascale Era


	VyYS5odG1sP2ZlYXR1cmVkPXRvcAA=: 
	archiveForm: 
	sitesearch: 
	search: 


	VyYS5odG1sP2ZlYXR1cmVkPXRvcAA=: 
	AddUser: 
	__T_3_2__2Fdata_2Frecord_2Fapp_281_29_2F_40action: active
	__T_6_2__2Fdata_2Frecord_2Fapp_282_29_2F_40action: active
	__T_9_2__2Fdata_2Frecord_2Fapp_283_29_2F_40action: active
	__T_12_2__2Fdata_2Frecord_2Fapp_284_29_2F_40action: active
	__T_15_2__2Fdata_2Frecord_2Fapp_285_29_2F_40action: active
	username: Enter Email Address
	xmenu: 


	VyYS5odG1sP2ZlYXR1cmVkPXRvcAA=: 
	signinForm: 
	__T_1_1__2Flogin_2Fusername: 
	__T_2_1__2Flogin_2Fpassword: 
	login: 
	__T_4_2__2Flogin_2Fcookl: 3




