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EDITORIAL COMMENT 
We are proud to present the Book of Abstracts for the 8th BSC Doctoral Symposium. 

During more than fifteen years, the Barcelona Supercomputing Center has been receiving 
undergraduate, master and PhD students, and providing them training and skills to develop a 
successful career. Many of those students are now researchers and experts at BSC and in other 
international research institutions.  

In fact, the number of students has never decreased. On the contrary, their number and research 
areas have grown and we noticed that these highly qualified students, especially the PhD 
candidates, needed a forum to present their findings and fruitfully exchange ideas. As a result, 
in 2014, the first BSC Doctoral Symposium was born. 

In this 8th edition of the BSC Doctoral Symposium we are offering a keynote talk titled 
“Redesigning Computing Systems in the Age of Huge Data and Sparse Computation" by Prof. 
Wen-mei W. Hwu and a tutorial on Cognitive Abilities for Team Innovation ¨CATI¨. 

The talks will be held in six different sessions and will tackle the topics of: Life Sciences & 
Genomics, Modelling & HPC, Computer Architecture, HPC applications in Earth and Life Sciences, 
HPC and Modelling for Earth Sciences and Machine Learning and Quantum computing and there 
will be two poster sessions. 

This 8th edition of the BSC Doctoral Symposium has moved to the virtual scenario due to the 
Covid-19 ongoing limitations, however, it didn’t prevent us from giving visibility to our Phd 
student’s research. This Book of Abstracts is the result of their contributions. 
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WELCOME ADDRESS 

I am delighted to welcome all the PhD students, Postdoc researchers, advisors and experts to 
the 8th BSC Doctoral Symposium.  

This 8th edition of the BSC Doctoral Symposium has substantially changed its format given the 
current Covid-19 circumstances. Nevertheless, the goal of the occasion continues to be 
providing a framework to share research results of the projects developed by PhD thesis that 
use High Performance Computing in some degree. The symposium provides an interactive forum 
for PhD students considering both the ones just beginning their research and others who have 
developed their research activities during several years. 

I am very grateful to the BSC directors for supporting the symposium, to the group leaders and 
to the advisors for encouraging the participation of the students in the event.  

I would also like to thank all PhD students and Postdoc researchers for their papers and 
presentations. I wish you all the best for your career and I really hope you enjoy this great 
opportunity to meet other colleagues and share your experiences even on a virtual scenario. 

Last but not least, I wish to thank the Education and Training Team who put great effort and 
enthusiasm on the event.  

Finally, given the difficult situation consequence of Covid-19 I very much appreciate and I am 
very thankful for the interest and commitment of all BSC community with the Doctoral 
Symposium. Only their engagement has made this year’s edition possible.  

Dr. Maria Ribera Sancho 
Manager of BSC Education & Training 
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KEYNOTE SPEAKER 

Wen-mei Hwu 

Senior Distinguished Research Scientist, NVIIA Professor, and  
Sanders-AMD Chair Emeritus, ECE University of Illinois at Urbana-Champaign 

Redesigning Computing Systems in the Age of Huge Data and 
Sparse Computation 

We have been experiencing two very important developments in computing. On the one hand, 
a tremendous amount of resources have been invested into innovative applications such as first-
principle based models, deep learning and cognitive computing. On the other hand, the industry 
has been taking a technological path where traditional scaling is coming to an end and 
application performance and power efficiency vary by more than two orders of magnitude 
depending on their parallelism, heterogeneity, and locality. A “perfect storm” has been formed 
from the fact that data movement has become the dominating factor for both power and 
performance of high-valued applications. It will be critical to match the compute throughput to 
the data access bandwidth and to locate the compute at where the data is. Much has been and 
continuously needs to be learned about of algorithms, languages, compilers and hardware 
architecture in this movement. What are the killer applications that may become the new driver 
for future technology development? How hard is it to program existing systems to address the 
date movement issues today? How will we program future systems? How will innovations in 
memory devices present further opportunities and challenges in designing new systems? What 
is the impact on long-term software engineering cost on applications (and legacy applications in 
particular)? In this talk, I will present our vision for and initial results from the IBM-Illinois C3SR 
Erudite system inside this perfect storm. 

Wen-mei W. Hwu is a Senior Distinguished Research Scientist and Senior Director of Research at 
NVIDIA. He is also a Professor Emeritus and the Sanders-AMD Endowed Chair Emeritus of ECE 
at the University of Illinois at Urbana-Champaign. His research is in the architecture, algorithms, 
and infrastructure software for data intensive and computational intelligence applications. He 
directed the IBM-Illinois Center for Cognitive Computing Systems Research Center (c3sr.com) 
from 2016 to 2020. He was a PI of the NSF Blue Waters supercomputer project. He received the 
ACM SigArch Maurice Wilkes Award, the ACM Grace Murray Hopper Award, the IEEE Computer 
Society Charles Babbage Award, the ISCA Influential Paper Award, the MICRO Test-of-Time 
Award, the IEEE Computer Society B. R. Rau Award, the CGO Test-of-Time Award, numerous best 
paper awards, numerous teaching awards, and the Distinguished Alumni Award in CS of the 
University of California, Berkeley. He is a Fellow of IEEE and ACM.   
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TUTORIAL 
 

QUERALT PRAT-I-PUBILL 
Management professional with more than 25 years of experience. She has worked for 
recognized international companies as JPMorgan, in M&A and Equity Derivatives, for Reuters 
technology incubator and she has also developed several businesses in technology. 

Cognitive Abilities for Team Innovation ¨CATI¨ Exploring our cognitive abilities to build 
our collaboration capabilities 

 
Goals: 
 
1. INQUIRY     
We will inquiry about our mechanisms of interpretation.   
2. AWARENESS  
We will become aware of the two dimensions of reality 
3. SUCCESS  
We will apply what we learn from the ¨get go¨ 
 
Session 1 (Wednesday May 12th, 2021) 
 
    We will use the way we deal with conflict as an inquiry entry to our mental models. 
    We will work on understanding the creative implications of automatically responding to our 
particular models. 
 
Session 2 (Thursday May 13th, 2021) 
 
    We will practice differentiating our automatic mechanisms of interpretation, what we call the 
relative dimension from the absolute dimension. 
    Inquiring about our mechanism and being able to distance and silence them will foster a 
different approach to collaboration. 
 
"Team engagement is not spontaneously produced but rationally and qualitatively created" 
 
This is an introductory workshop for fostering collaboration in teams. There are no prerequisites 
to participate. 
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Start time Speaker/s Chair 

15.00h
Maria-Ribera Sancho, Education&Training 
Manager

15.10h Josep Mª Martorell, BSC Associate Director

Dr. Wen-mei W. Hwu

Senior Distinguished Research Scientist, NVIDIA
Professor and Sanders-AMD Chair Emeritus, ECE
University of Illinois at Urbana-Champaign

17.10h Winona Oliveros Diez David Torrents

17.30h Aida Ripoll Cladellas

17.50h Beatriz Urda

18:10h Miquel Àngel Schikora Tamarit

15.30h
Keynote talk: Redesigning Computing Systems in the Age 
of Huge Data and Sparse Computation

Maria-Ribera 
Sancho

Opening

PROGRAM
DAY 1 (May 11th)

Activity

14.45h Doctoral Symposium waiting room

Welcome 

16.40 First Poster Session: Data-based solutions for medicine, astronomy and society

1. Adaptive Optics Control with ReinforcementLearning: First steps Bartomeu Pou

2. Lindaview: An OBDA-based tool for self-sufficiency assessment Victor-Alejandro Ortiz

3. Multiplex network uncovers Chronic Obstructive Pulmonary Disease endotypes Núria Olvera Ocaña

16.30h Event screenshot

16.30h Break

Abstract: We have been experiencing two very important developments in computing. On the one hand, a tremendous amount of
resources have been invested into innovative applications such as first-principle based models, deep learning and cognitive
computing. On the other hand, the industry has been taking a technological path where traditional scaling is coming to an end and
application performance and power efficiency vary by more than two orders of magnitude depending on their parallelism,
heterogeneity, and locality. A “perfect storm” has been formed from the fact that data movement has become the dominating
factor for both power and performance of high-valued applications. It will be critical to match the compute throughput to the data
access bandwidth and to locate the compute at where the data is. Much has been and continuously needs to be learned about of
algorithms, languages, compilers and hardware architecture in this movement. What are the killer applications that may become
the new driver for future technology development? How hard is it to program existing systems to address the date movement
issues today? How will we program future systems? How will innovations in memory devices present further opportunities and
challenges in designing new systems? What is the impact on long-term software engineering cost on applications (and legacy
applications in particular)? In this talk, I will present our vision for and initial results from the IBM-Illinois C3SR Erudite system
inside this perfect storm.

17.10h First Talk Session: Life Sciences & Genomics

Epigenetic Characterization of Cholangiocarcinomas

Unveiling the Transcriptional and Cellular Landscape of 
Age across Human Tissues

18.30h Adjourn

perSVade: personalized Structural Variation detection in 
your species of interest

17h Break

From Comorbidities to Gene Expression Fingerprints and 
Back
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Start time Speaker/s Chair 

9.00h

9.20h An-Chi Ho Rosa Badia

9.40h Albert Jiménez Ramos

10.00h Hatem Elshazly

10.20h Julián Pavón

10.50h Kazuaki Matsumura
Petar 
Radojkovic

11.10h Georgios Vavouliotis

11.30h Isaac Boixaderas

11.50h Constantino Gómez

12.20h Cesar Gonzalez
Xavier 
Martorell

12.40h Luis Jorda

13.00h Hector Navarro Barboza

13.20h Iker Núñez Carpintero

13.40h Natalia Zamora

Queralt Prat-i-Pubill

DAY 2 (May 12th)
Activity

Opening of the second day

9.20h Second Talk Session: Modelling & HPC

startR: A tool for large multi-dimensional data processing

Mining the essential motions of pyruvate kinase

The multilayer community structure of medulloblastoma

Tsunami inundation forecast in central Chile using
stochastic earthquake scenario

Constraining the chemical composition of particulatematter 
in an atmospheric chemistry model

Curved geometry modeling: interpolation of subdivision 
features

Optimizing Execution on Large-scale Infrastructures by 
Integrating Task-based workflows and MPI

VIA: A Smart Scratchpad for Vector Units with Application 
to Sparse Matrix 

10.40h Break

10.50h Third Talk Session: Computer Architecture

Predicate-Based Filtering for Multi-GPU Utilization in 
Directive-Based

Pushing the Envelope on Free TLB Prefetching

Cost-Aware Prediction of Uncorrected DRAM Errors in the 
Field

 We will use the way we deal with conflict as an inquiry entry to our mental models.
 We will work on understanding the creative implications of automatically responding to our particular models.

15.00h Tutorial part 1

Title: Cognitive Abilities for Team Innovation ¨CATI¨ part 1

Content&Goals

1. INQUIRY. We will inquiry about our mechanisms of interpretation.
2. AWARENESS. We will become aware of the two dimensions of reality
3. SUCCESS. We will apply what we learn from the ¨get go¨

12.20h Fourth Talk Session: HPC applications in Earth and Life Sciences

Optimizing the SpMV kernel on long-vector
accelerators

12.10h Break

Determining the structure of small molecules via their 
pseudo-electrons and atoms 3D models using FPGA

14.00h Lunch break

17.30h Adjourn
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Start time Speaker/s Chair 

9.30h

10.00h Aude Carréric Pablo Ortega

10.20h Núria Pérez-Zanón

10.40h Jan Mateu Armengol

11.00h Christian Guzman Ruiz

11.20h Carlos Alberto Gómez Gonzalez

12.20h Peini Liu
Josep Lluís 
Berral

12.40h Diego García-Martín

13.00h Ramiro de Olazábal

13.20h Felipe Portella

13.40h Sarath Radhakrishnan

Queralt Prat-i-Pubill

DAY 3 (May 13th)
Activity

2. AWARENESS. We will become aware of the two dimensions of reality
3. SUCCESS. We will apply what we learn from the ¨get go¨

We will practice differentiating our automatic mechanisms of interpretation, what we call the relative dimension from the
absolute dimension.

 Inquiring about our mechanism and being able to distance and silence them will foster a different approach to collaboration.

Content&Goals

15.00h Tutorial part 2

12.20h Sixth Talk Session: Machine Learning and Quantum computing

An architecture for autonomic ML/AI workflow management 
and supervision

Quantum Singular Value Decomposer

TunaOil: A Tuning Algorithm Strategy for Reservoir 
Simulation Workloads

A Machine Learning based Wall Model for LES of
Turbulent flows

14 00h Lunch break

11.40h  Break

10.00h Fifth Talk Session:  HPC and Modelling for Earth Science

High Resolution Decadal Prediction - Impacts on the 
predictability of the Pacific variability

Climate Forecast Analysis Tools Framework

17.30  End of the Doctoral Symposium

12.10h  Break

Algebraic Linelet Preconditioner for the solution of the 
Poisson equation on boundary layer flows

Title: Cognitive Abilities for Team Innovation ¨CATI¨ part 2

Bias-adjustment method for street-scale air quality models

Exploiting parallelism for CPU and GPU linear solvers on 
chemistry for atmospheric models
Super-resolution for downscaling climate data

Opening of the third day

11.50 Second Poster Session: Dust modelling and genome sequencing

1. Analysis of Hybrid Genomes in the Candida parapsilosis Clade Valentina del Olmo

2. Sensitivity of soluble iron deposition to soilmineralogy uncertainty Elisa Bergas-Massó

3. Modeling nitric acid uptake by mineral dust Rubén Sousse Villa
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Cost-Aware Prediction of
Uncorrected DRAM Errors in the Field

Isaac Boixaderas∗, Paul M. Carpenter∗, Petar Radojković∗, Eduard Ayguadé∗†
∗Barcelona Supercomputing Center, Barcelona, Spain
†Universitat Politècnica de Catalunya, Barcelona, Spain

E-mail: {isaac.boixaderas, paul.carpenter, petar.radojkovic, eduard.ayguade}@bsc.es

Keywords—Memory system, Reliability, Error prediction, Ma-
chine learning, Random forest, Cost–benefit analysis.

I. EXTENDED ABSTRACT

One of the main causes of hardware failure in large-scale
clusters is an uncorrected error in main memory [1]–[4].
Node failures are especially problematic in high-performance
computing (HPC), where a single tightly-coupled job may
execute for days on thousands of nodes. If any node fails, the
whole job is terminated, typically wasting all CPU hours since
the last checkpoint. Memory system reliability is therefore an
important limit on the ability to scale to larger systems.

This abstract summarizes our study, published in SC20 [5],
which aims to increase effective use of HPC systems by
reducing the compute time lost due to memory system failures.
Firstly, our study presents and evaluates a method to predict
DRAM uncorrected errors (UEs) that can enable the system to
take active mitigation measures, e.g. checkpointing or live job
migration. We concentrate on uncorrected errors (UEs), which
cause the node to fail, rather than corrected errors (CEs), which
do not have a direct connection to UEs.

Secondly, we discuss and clarify several aspects of method-
ology, relating to cost–benefit analysis and potential sources
of bias, that are essential for such a prediction method to be
useful in practice. We show that standard metrics for data
prediction, such as precision, recall and F1-score, are not
correlated with saved compute time or mitigation costs, and
therefore are insufficient to decide whether and for which
model parameters the prediction is useful in practice. Instead,
we use a cost–benefit analysis which directly compares the
system resources needed for training, failure prediction and
failure mitigation against the saved compute time due to
successful failure prediction and mitigation [6].

Overall, our open source method [7], reduces lost compute
time by up to 57%, a net savings of 21,000 node–hours per
year for a real production job distribution. We encourage
the community to adopt our methodology for pre-processing,
model training, parameter exploration and evaluation, so that
future DRAM error prediction methods are also free from
training bias and supported by a cost–benefit calculation.

A. Environment description

Our prediction method is trained and evaluated on memory
error logs from the PRACE Tier-0 MareNostrum 3 super-

computer [8] over a production period from October 2014
to November 2016. At the time, MareNostrum 3 comprised
3056 compute nodes and more than 25,000 DDR3-1600
DIMMs from all three major memory manufacturers. These
manufacturers have been anonymized, and are referred to as
Manufacturer A (6694 DIMMs), B (5207 DIMMs) and C
(13,419 DIMMs).

B. Prediction method and methodology

We perform uncorrected DRAM error prediction using a
random forest classifier. The classifier makes one prediction
for each DIMM as to whether or not it will experience a
UE in the upcoming “prediction window”. The features were
obtained directly from the CE and event logs. We use offline
learning, with hyperparameter tuning and time series cross-
validation.

C. Results

Figure 1 summarizes the results of the cost–benefit analysis
for the prediction model and mitigation. The x-axis is the UE
cost: fixed at 5, 50 and 500 node–hours or calculated using the
job size distribution from production MareNostrum 4 HPC job
logs. The y-axis in Figure 1a is the saved node–hours, which
is the reduction in lost compute time due to UE prediction
and mitigation compared with the baseline system. The y-
axis in Figure 1b is the saved node–hours normalized to the
number of node–hours lost in the baseline system. Results
are shown for MareNostrum 3 as a whole (MN3/All) and its
different subsystems corresponding to DRAM manufacturer:
MN3/A, MN3/B and MN3/C. Bars MN3/ABC show the
overall results for the whole system treated as the sum of
its three DRAM manufacturer subsystems. The results show
that the effectiveness of the method is similar across all
these scenarios but that the cost–benefit calculation is strongly
influenced by the average UE cost. For a small UE cost of
5 node–hours, UE prediction has zero effect on the saved
compute time. For medium and large UE costs, however,
savings are seen in Figure 1a, of 586 node–hours (medium)
and 16,541 node–hours (large). These are reductions of 18%
and 49% respectively (Figure 1b). The node–hours savings
computed based on the production job logs reach 57% which
is equivalent to 42,000 node–hours or 21,000 node–hours per
year.
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40%

60%

(b) Percentage saved node–hours

Fig. 1: The model cost-efficiency depends on the UE cost.
For large UE cost, the savings are significant, measured in
thousands of node–hours over the two-year production period.

D. Conclusions

This paper summarized our method to predict DRAM
uncorrected errors and our cost–benefit methodology. We see
that the effectiveness of our prediction scheme is highly
dependent on system and workload characteristics, pointing
the way to future work on adaptive resiliency techniques.
The full paper [5] provides full details on the prediction
method, the features used for prediction and the detailed cost–
benefit methodology. It also analyzes the effect of parameters
such as prediction window, prediction frequency, and decision
threshold. It evaluates the method also with standard data pre-
diction methods, explores the relative importance of prediction
features and compares the random forest approach with five
other machine learning classifiers. Overall, we hope that future
researchers will build on our work to improve the throughput
of production HPC systems as demonstrated by a clear cost–
benefit calculation.
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High-Resolution Decadal Prediction - Impacts on the
predictability of the Pacific variability

Aude Carréric∗, Pablo Ortega∗
∗Barcelona Supercomputing Center, Barcelona, Spain
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I. EXTENDED ABSTRACT

Decadal prediction is a relatively recent field of research,
attracting growing interest beyond the scientific community
due to its strong potential to provide key information for
decision making in economic sectors (e.g. energy production,
agriculture, insurance) in a context of pressing danger of
climate change. Decadal climate prediction (DCP) skill can
arise from two major sources. The first is related to the external
radiative forcings (such as volcanic eruptions, solar activity or
the anthropogenic greenhouse gases), whose past variations
have caused important climate trends in recent decades. And
the second is the internal low-frequency variability, usually
associated with oceanic processes operating at decadal and
multi-decadal timescales. The premise of DCP is that such
internal variability processes, when adequately modelled and
initialized, can improve our predictive capacity not only on the
oceans but also over the surrounding land areas, such as in the
North Atlantic region [1].

However, one major limitation common to current DCP
systems is the little skill that they present over the continents,
which appears to be connected to an incorrect representa-
tion of the teleconnection mechanisms that, mediated via
the atmosphere, connect the ocean with the neighbouring
continents. There are several indications that the current gen-
eration of models at standard resolution misrepresents those
key teleconnections, and that higher resolution versions might
improve them, decreasing common biases of global models
and improving some regional seasonal prediction skills, e.g.
in tropical sea surface temperature [2]. For decadal prediction,
it is still unclear if similar improvements can be achieved
through increased resolution, as these systems involve many
more simulation years than the seasonal ones, which have
made them computationally unaffordable until now.

In this study, we explore how the forecast skill of the
DCP can be improved by increasing the spatial resolution of
the model. A specific focus on ENSO predictive skill and its
associated climate teleconnections will be given to investigate
the predictability of the Pacific Ocean, given the promising
results of the resolution of oceanic eddies and therefore their
effect on the ocean variability [3].

A. Climate model

The experiments will be run with the coupled global
climate model EC-Earth v3.3, using its HR configuration [4].

Fig. 1. Different representation of the oceanic circulation depending on the
resolution of the model with (left) ORCA 1 degree, (right) ORCA 0.25 degree.

The specific atmosphere-ocean grids are T511-ORCA025,
which corresponds to a resolution of approximately 39 km
in the atmosphere and 25 km in the ocean. As mentioned
above, increasing the horizontal resolution of the model leads
to a better representation of previously unresolved processes
(e.g. ocean eddies) that are important for ocean-atmosphere
interaction (Figure 1). We can expect to better reproduce both
the climate mean state and its variability.

B. Methodolody

The ability of climate models to make accurate predictions
is usually tested by performing retrospective predictions or
hindcasts. These are ensembles of predictions with forecast
horizons from months to up to ten years that are started from
different past initial states (or start dates). The set of initial
states is equi-probable and aim to represent best estimates
of the observational uncertainty. The ensemble of past initial
conditions is generated by introducing random perturbations in
the temperature fields of both the ocean and the atmospheric
initial conditions This process is repeated with start dates that
sample different years (ideally all years if computing resources
allow for it) covering the last few decades until present. By
comparing these with observations from the same period, we
can then produce an assessment of the forecast quality at
different forecast horizons.

Each retrospective forecast will consist of 10 ensemble
members, each of them 10-year long, initialised once every
5 years, on the 1st of November over the period 1960-2010
(the last initialised ensemble will start in 2010 and will last
10 years to cover the recent decade of observations), which
corresponds to 550 years of simulations.

C. Results

One particularly interesting feature of this HR model
version is the improvement in the simulation of the deep
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Fig. 2. Strength of the AMOC at 26N for different tuning experiments at
HR compared to the SR simulation (light blue line).

convection in the Labrador Sea and the Atlantic Meridional
Overturning Circulation (AMOC), compared to the standard
resolution version (SR, of approximately 100 kms in both the
atmosphere and the ocean). In a decadal prediction system
based on EC-Earth3.3-SR, all start dates show a consistent
collapse of the Labrador Sea convection [5]. This collapse is
caused by the model drift towards its preferred mean state, a
drift that induces a quick decrease in the predictive skill in the
Subpolar North Atlantic, a source region of decadal variability
and predictability [6]. Some initial tests show that this problem
is not present in EC-Earth3.3-HR, for which the Labrador Sea
convection remains active and stable all along the simulations,
directly impacting the strength of the AMOC (Figure 2).

D. Conclusion and perspectives

Different tests are currently being conducted, both on the
observation products used to represent the initial state for the
hindcast initialisation and on the tuning of the HR version of
the model. Further efforts are also required for performing the
HR decadal prediction system, computationally expensive, to
save CPU hours via an optimal energy-to-solution configura-
tion of the different components of the model.

The analysis of skill (evaluation against observations) and
reliability (characterization of uncertainty) of the HR DCP
system will then be performed to (1) assess the impact of the

increase of the horizontal resolution on the prediction quality
of the model and (2) investigate the predictability of the Pacific
Ocean.
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I. ABSTRACT

An algebraic linelet preconditioner is presented, which
works in parallel regardless of the mesh’s geometry and
without imposing constraints on the domain partition. It is
designed to deal with highly anisotropic meshes. A key aspect
of this work is developing an algorithm that generates the
preconditioning matrix by purely algebraic considerations.
This preconditioned is coupled to Alya, the in-house HPC
multi-physics code developed at Barcelona Supercomputing
Center.

II. EXTENDED ABSTRACT

Navier-stokes equations for incompressible flows can be
solved using the fractional step projection method, by which
the pressure solution is decoupled from the rest of the equa-
tions. In this context, a Poisson’s equation for the pressure
correction equation needs to be solved at least once per time-
step on this scheme [1]. This step represents the primary source
of performance bottlenecks of the code and is one of the most
time-consuming and difficult to parallelize. Furthermore, when
problems involving boundary layer flow need to be simulated,
highly anisotropic meshes are employed to accurately describe
this critical region. Such compression of the mesh degrades
the conditioning of the linear system associated with the
Poisson equation. This makes the solver even more expensive
in terms of time and computational resources employed. Figure
2 shows an example of a mesh for the numerical simulation
of an airplane wing; here, the nodes located in the prismatic
boundary layer represent the 46.7% of the total nodes. Thus its
impact on Poisson’s equation discretization is not negligible.

Fig. 1. Example of a mesh for the numerical simulation of an airplane
wing.

Fig. 2. Zoom of the mesh shown in figure 1 showing the prismatic
boundary layer.

Motivated by these facts, we developed a parallel pre-
conditioner able to boost the performance of the Precondi-
tioned Conjugate Gradient (PCG) solver for meshes with high
anisotropy in the boundary layer. In particular, we aimed
to extend the capabilities of the linelet preconditioner [2].
This kind of preconditioner considers only the two strongest
couplings for each node of the boundary layer. As a result,
the system is decomposed into a set of one-dimensional
tridiagonal subsystems. An algebraic approach independent of
the mesh partitioning is presented, which works for Finite
Elements (FE), Finite Differences (FD), and Finite Volumes
(FV) methods. The authors are not aware of publications with
linelet preconditioner implementations of similar capabilities.

III. ALGORITHM

The linelet preconditioner can be thought of as drawing
lines in the mesh joining nodes with couplings higher than a
specific cut-off value, where each node can only belong either
to one or no linelet. Then, the preconditioning matrix is built by
assembling the system matrix’s diagonal entries and the non-
diagonal entries of the edges belonging to the linelets. After
a proper renumeration of nodes, the preconditioning matrix
consists of a set of one-dimensional tridiagonal subsystems. In
particular, we propose a fully algebraic approach independent
of the mesh partitioning.

The main idea of the algorithm is as follows. The precondi-
tioner gets as input the system matrix A, the right hand side b,
the ID of the global boundary nodes (i.e., the ID of the nodes
in the prismatic boundary layer adjacent to the airfoil), and
the maximum number of processes we want every linelet to
go through (which will be called NP ). In the first step, every
process builds its linelets following the maximum couplings
between nodes. Then via a process of 2(NP − 1) successive
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Fig. 3. Example of an anisotropic mesh, linelets are shown in red,
joining nodes of high coupling.

halo updates, every subdomain joins each one of its linelets to
the corresponding ones built in the rest of the domain. Next,
only the diagonal element is preserved for every node that
does not belong to any linelet. A communication scheme was
also developed in order to deal with the situation of linelets
traversing various subdomains.

The final step is to solve the system Ms = r for s,
for which the TDMA [3] is combined with a Dual Schur
Decomposition Method [4]. It is important to note that this
operation requires just one communication step to replicate
each subdomain’s total interface values.

IV. PRELIMINARY RESULTS

Alya, our in-house HPC multi-physics code developed in
our research group, already has an in-built linelet precondi-
tioner to deal with highly anisotropic meshes. Nevertheless,
it works by assembling the linelets within each subdomain
without allowing communications between them. In this work,
a Preconditioned Conjugate Gradient (PCG) solver was devel-
oped, which allows the linelets to spread over an arbitrary
number of processes.

Comparing both cases mentioned above, it was studied how
cutting the linelets affects the convergence of PCG. For this to
be done, the global domain was partitioned in the z direction.
An example was run for a cubic mesh whose dimensions were
25×25×56 nodes. The mesh is refined in the z-direction, being
the mesh highly compressed near z = 0 and with refinement
function

∆zi = 2H −H

{
1 +

1

tanh(ρ)
tanh

[
ρ(1 − i+ i0

Nz
)

]}
,

i=1,...,Nz.

Figure 4 shows the number of iterations needed for a
different amount of partitions. It can be seen from Figure 4
that if linelets are spread over many processes but there is
no communication between its different sections, the solver
needs to perform more iterations to reach the same tolerance
(green plot in Figure 4). On the other hand, if communications
are allowed between different linelets sections, there is no
incidence of the partition in the number of iterations required
(blue plot in Figure 4). Finally, both previous cases were
compared to the diagonal preconditioner(orange plot in Figure
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Fig. 4. Number of iterations required to achieve a residual lower than 10−6

for different number of partitions in the z direction, ρ = 1.

4). Note that when no communications are allowed, the number
of iterations needed to converge gets closer to the diagonal
case.

V. CONCLUSIONS

To sum up, in this work an algebraic linelet preconditioner
is presented, together with all the computational and
algorithmic tools required for it to work in parallel regardless
of the geometry of the problem and the domain partition. It
has been seen that the iterations of the PCG solver can be
considerably reduced if a proper communication scheme is
developed for the preconditioning stage. This preconditioner
will then be coupled to Alya, the in-house HPC multi-physics
code developed in our research group. In the final work, the
solver will be assessed from the scalability and robustness
point of view using meshes similar to those shown in Figure
2, coming from relevant for aeronautical applications.
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I. EXTENDED ABSTRACT

While MPI [1] + X (where X is another parallel program-
ming model) has been proposed and used by the community,
we propose a hybrid programming model that combines task-
based model + MPI. Task-based workflows offer the necessary
abstraction to simplify the application development for large
scale execution, and supporting tasks that launch MPI execu-
tions enables to exploit the performance capabilities of many-
core systems. Hence, application programmers can get the
maximum performance out of the underlying systems without
compromising the programmability of the application.

We present an extension to PyCOMPSs framework [2],
a task-based parallel programming model for the execution
of Python applications. Throughout this paper, we name the
tasks that natively execute MPI code as Native MPI Tasks,
as opposed to tasks that call external MPI binaries. Having
Native MPI tasks as part of the programming model means
that in the same source file users can have two types of task:
tasks that execute MPI code and other tasks that execute non-
MPI code. PyCOMPSs organizes the tasks in Directed Acyclic
Graph (DAG) and manages their scheduling and execution,
hence users can focus only on the logic of the task.

A. Native MPI in PyCOMPSs

Tasks are defined in PyCOMPSs by annotating application’s
method with Python decorators. Through the @task annota-
tion, developers indicate that a function in the code becomes
a task. Following the same approach, a method is declared as
Native MPI task by means of the @mpi decorator. The number
of MPI processes per Native MPI task can be specified using
@constraints decorator as shown in the sample code snippet
in Figure 1.

PyCOMPSs runtime will manage the input and output data
of Native MPI tasks like any non-MPI task in a completely
transparent manner to the user. The runtime will ensure that
all the processes in the MPI environment have access to all
the input data of the task. The return output of a Native MPI
task – if any – is a list containing the output of all the MPI
processes invoked for the task.

@constraints(computingUnits=4)
@mpi(runner=’mpirun’, computingNodes=1)
@task(returns=int)
def return ranks(random num):

from mpi4py import MPI
rank = MPI.COMM WORLD.rank
return rank*random num

Fig. 1. Simple Native MPI task in PyCOMPSs. return ranks task will be
executed by 4 MPI processes as specified in computingUnits on 1 node. It
returns a list of each MPI rank multiplied by the random num input value.

Similar to non-MPI PyCOMPSs tasks, the execution de-
tails of Native MPI tasks are completely abstracted from
the runtime; the MPI environment is encapsulated within
the Native MPI task that launched it. Thus, one workflow
can have multiple Native MPI tasks, each with different
configuration parameters (i.e., number of computing nodes and
MPI processes) and combine them with other tasks in the task
execution graph.

PyCOMPSs runtime launches special Python worker pro-
cesses for Native MPI tasks at the time of the task execution to
launch the MPI environment and manage the task execution. If
two Native MPI tasks are scheduled for execution at the same
time, the runtime launches an exclusive MPI worker for each
of them. Hence, each of the tasks will have its own isolated
execution environment.

B. Evaluation

In this section, we evaluate performance benefits and trade-
offs of using Native MPI tasks in PyCOMPSs. Experiments
were conducted on the MareNostrum 4 supercomputer; which
includes a set of high-memory computing nodes with 48
cores and 370 GB of memory each. Each experiment was
run multiple times: using sequential implementation of the
targeted tasks and a parallel implementation with an increasing
number of MPI processes (2, 4 and 8). In all experiments, the
sequential implementation of the task is used as the baseline.

For the purpose of this evaluation, we developed an appli-
cation that calculates the term frequency (TF-IDF) of a web
archive file. We used an input web archive file of a total size of
186 Gbytes. The application consists of a reading task which
reads a record from the file and a compute task that calculates
TF-IDF. The total number of tasks for this application is 1440
tasks; 720 read tasks and 720 corresponding compute tasks.
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Figure 2 shows the performance results of the application.
As shown in Figure 2(a) the average time per compute task
decreases while increasing the number of MPI processes per
compute task. Using 8 MPI processes per compute task, we
obtained up to 7x speedup in the average time per compute
task. In addition to that, as shown in Figure 2(b), the perfor-
mance improvement per compute task is reflected as up to 3x
speedup improvement in the total execution time.

(a) Average Time Per Compute Task

(b) Total Execution Time

Fig. 2. Performance Results for Web Archive Analysis Application

To further understand the performance and behaviour of
Native Python MPI tasks in PyCOMPSs, several experiments
were conducted on the Web Archive Analysis. Each experi-
ment was launched multiple times with a sequential implemen-
tation task and then a parallel Native MPI task implementation
with different numbers of MPI processes (2, 4, 8, 16 and 48)
on different number of nodes (4, 8 and 12).

As shown in Figure 3, as the number of nodes increases,
task parallelism increases so the total execution time of both
applications improves. For a specific number of nodes, total
execution time decreases until it reaches a point after which it
starts to increase as the number of MPI processes per Native
MPI task increases. This point is 8 MPI processes for 4, 8
nodes and 16 MPI processes for 12 nodes. This is because
Native Python MPI tasks use the @constraint decorator of
PyCOMPSs to specify the number of MPI processes per task.
Increasing the number of MPI processes per task (i.e. increas-
ing task constraints) decreases task parallelism. This effect is
mitigated as the number of resources increases because there
are enough resources to maintain the same level or allow for
more task parallelism. This can be noted in Figure 3 where
for 4 and 8 nodes the total execution time degrades at 8 MPI
processes but when the number of nodes is increased to 12,
this point shifts to 16 MPI processes.

Fig. 3. Scalability Results

C. Conclusion

Enabling the execution of MPI code natively in PyCOMPSs
tasks offers great benefits in terms of both programmability
and performance for Python applications. However, a tradeoff
arises between MPI parallelism per task and task parallelism
that may negatively affect the total time of the application. As
future work, we plan to improve the scheduling of tasks to
better utilize the underlying infrastructure.
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I. EXTENDED ABSTRACT

A. Context

Quantum computing is emerging as a new computational
paradigm that promises substantial speed-ups (exponential in
some cases [1]) for a variety of problems, with a potentially-
large impact on science, knowledge and society. Quantum
computers will harness the strange-looking laws of Quantum
Mechanics to accelerate many computations by orders of
magnitude [2]. However, they will require error-correction
protocols before many important algorithms can be run on
these machines. These will demand a large number of high-
quality qubits, which imply a much longer time of arrival for
this technology, if it is to be “fully-fledged” and incorporate
these schemes.

For this reason, researchers have begun to heavily inves-
tigate about possible uses of the first generations of quantum
computers that will not incorporate error correction but that
nonetheless may surpass the capabilities of even the largest
classical supercomputers in the world. These computers have
been termed Noisy Intermediate-Scale Quantum (NISQ) com-
puters [3]. A particularly appealing choice of quantum pro-
grams to be run on these machines are the so-called variational
quantum circuits, or Quantum Neural Networks (QNN). These
are hybrid algorithms that will coordinate both a classical and
a quantum computer to preform a computation, and need to
be specifically designed for each application.

B. Quantum Singular Value Decomposer

In such a context, we present a variational quantum circuit
that produces the Singular Value Decomposition or Schmidt
decomposition of a bipartite pure state [4]. This is impor-
tant for understanding the entanglement structure of quantum
systems, e.g. in Condensed-Matter Physics or in Quantum
Chemistry. Moreover, the algorithm is also useful to perform
Principal Component Analysis (PCA) and, more generally, to
diagonalize a given matrix.

The proposed circuit, that we name Quantum Singular
Value Decomposer or QSVD, is made of two unitaries re-
spectively acting on each part of the system. The key idea
of the algorithm is to train this circuit so that the final state
displays exact output coincidence from both subsystems for
every measurement in the computational basis, see Fig. 1. Such
circuit preserves entanglement between the parties and acts as

Fig. 1. Variational quantum circuit displaying exact output coincidence, used
for the Quantum Singular Value Decomposer.

a diagonalizer that delivers the eigenvalues of the Schmidt
decomposition. Our algorithm only requires measurements
in one single setting, in striking contrast to the 3n settings
required by state tomography. Furthermore, the adjoints of the
unitaries making the circuit are used to create the eigenvectors
of the decomposition up to a global phase.

C. Further applications

Some further applications of QSVD are readily obtained.
The proposed QSVD circuit allows to construct a SWAP

Fig. 2. An extension of the QSVD (CC) produces a long-distance SWAP
between parties using only classical communication.

28

8th BSC Doctoral Symposium



between the two parties of the system without the need of any
quantum gate communicating them, see Fig. 2. We also show
that a circuit made with QSVD and CNOTs acts as an encoder
of information, compressing the original state onto one of its
parties, see Fig. 3. This idea can be reversed and used to create
random states with a precise entanglement structure.

Fig. 3. Another simple extension of the QSVD converts it into a compressor
of quantum information.

D. Conclusions

We have proposed a novel hybrid quantum-classical al-
gorithm to compute the Schmidt decomposition of a pure
bipartite quantum state. This algorithm can be used to study the
entanglement structure of quantum systems, e.g. in Condensed-
Matter Physics or in Quantum Chemistry, to perform Principal
Component Analysis or to diagonalize a given matrix, and en-
tails an exponential reduction in the number of measurements

settings as compared to state tomography. Moreover, it will
likely be implementable on Noisy Intermediate-Scale Quantum
computers in the coming years.
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I. EXTENDED ABSTRACT

Sparse Matrix-Vector multiplication (SpMV) is an essential
kernel for parallel numerical applications. SpMV displays
sparse and irregular data accesses, which complicate its vector-
ization. Such difficulties make SpMV to frequently experiment
non-optimal results when run on long vector ISAs exploiting
SIMD parallelism. In this context, the development of new op-
timizations becomes fundamental to enable high performance
SpMV executions on emerging long vector architectures. In our
work, we improve the state-of-the-art SELL-C-σ sparse matrix
format by proposing several new optimizations for SpMV.
We target aggressive long vector architectures like the NEC
Vector Engine. By combining several optimizations, we obtain
an average 12% improvement over SELL-C-σ considering a
heterogeneous set of 24 matrices. Our optimizations boost
performance in long vector architectures since they expose a
high degree of SIMD parallelism.

A. Background

Many different approaches have been proposed to effi-
ciently store sparse matrices and efficiently run SpMV. One
of the most common approaches, Compressed Sparse-Row
(CSR), efficiently stores sparse matrices and enables sim-
ple stride-1 memory access patterns on A and y. However,
accesses on x are highly irregular. Other approaches aim
to mitigate the drawbacks of CSR by enlarging its storage
requirements to increase the locality on x. SELL-C-σ [1] and
ELLPACK Sparse Block [2] make use of row sorting and
column blocking to improve both storage requirements and
locality on x. Our work demonstrates that, although some
of these approaches are very good abstractions to represent
and manipulate sparse matrices, there are many unexploited
opportunities to improve their performance on long vector
architectures. For that, we implement, evaluate, and discuss
the performance impact of several SpMV optimizations on the
VE.

B. Optimizations

We revisit and adapt some optimizations previously pro-
posed in the literature extending them with new approaches
targeting long vector architectures.

In detail, we explore: i) the adequate sorting strategy
based on the trade-off between performance and preprocessing
overhead as the σ parameter increases; ii) the use of task-
based parallelism and the impact of the task granularity in
the scaling performance of SELL-C-σ; and iii) the impact of
column blocking in matrices to improve locality on vector x.

In addition, our proposals to accelerate SpMV on long
vector architectures are: i) the use of cache allocation to
improve the reuse of x and deprioritization of store depen-
dencies; ii) divergence flow control adapting the length of
vector operations to avoid loading and computing zero-padded
elements; iii) enabling loop unrolling in SELL-C-σ using
partial loop fusion; iv) efficient computation of gather and
scatter addresses with special instructions.

TABLE I: Optimizations applied on each of the implementa-
tions evaluated in our work.

SELLCS SELLCS SELLCS SELLCS
Optimization SELLCS DFC U8-DFC U8-NC U8-NC-DFC

Sorting strategies • • • • •
Task-Based
Parallelism

• • • • •

Column Blocking
Cache Allocation &
Store relaxation pol.

• •

Divergent Flow Con-
trol

• • •

Loop unrolling • • •
Efficient
gather/scatter address
computation

• • • • •

C. Results

The test-bench for our experiments is the NEC Vector
Engine 10B. Figure 1 shows GFLOP/s performance results
for a wide set of matrices. We evaluate six different imple-
mentations of the SpMV kernel: NLC, SELLCS, SELLCS-
DFC, SELLCS-U8-DFC, SELLCS-U8-NC and SELLCS-U8-
NC-DFC. The NLC category represents results obtained with
the math library developed by NEC which is particularly
tailored for the VE.

The improvements added by the three main optimizations
visualized vary across the different matrices, as its effective-
ness depends on specific matrix layout characteristics like size,
sparsity or shape.
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Fig. 1: Performance comparison of NLC vs our SELL-C-σ implementations for regular matrices.

In short, we can draw the following insight from Figure 1.
The cache allocation and store relaxation policies obtain
improvements ranging between 5% to 12%, in two thirds
of the matrices, when using SELLCS-U8-NC-DFC compared
to SELLCS-U8-DFC. Moreover, unrolling by 8 slices yields,
in general, gives benefits ranging from 1% to 15%, with a
favorable trend for bigger matrices. In the particular case of
nlpkkt240 it brings a 51% performance increase. Finally, to
understand the impact of the DFC optimization, we compare
the performance of SELLCS with SELLCS-DFC. These two
implementations only differ in the use of the DFC optimiza-
tion. Only the second one includes it. On average, the overall
performance gains of adapting each vector length instruction
to the optimal size are almost negligible. However, it has a
large impact in some scenarios. For example, when considering
webbase-1M, which represents a website connectivity matrix
and has a very low non-zero element density, SELLCS-DFC
is 50% faster than SELLCS.

We obtain in average 90.3 GFLOPs across all matrices
by enabling all optimizations, which constitutes a significant
improvement of ∼12% and ∼17% compared to the baseline
SELL-C-σ and NEC math library implementations, respec-
tively. The significant performance increase that we obtain over
the NEC proprietary software, which is specially tailored to
SX-Aurora VE, demonstrates the relevance of our optimiza-
tions in long vector architectures.

D. Conclusion

In this work, we developed an implementation of SpMV
for the SX-Aurora long vector architecture shows very com-
petitive performance results which mostly overtake the highly
optimized proprietary vendor implementation found in the
NEC Library Collection. Additionally, we explore a set of

optimizations targeting long-vector accelerators, and provide
insight on how to exploit them in similar platforms.
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I. EXTENDED ABSTRACT

A common task in Earth Sciences is to infer climate
information at local and regional scales from global climate
models. An alternative to running expensive numerical models
at high resolution is to use statistical downscaling techniques.
Statistical downscaling aims at learning empirical links be-
tween the large-scale and local-scale climate, i.e., a mapping
from a low-resolution gridded variable to a higher-resolution
grid that incorporates observational data.

Seasonal climate predictions can forecast the climate vari-
ability up to several months ahead and support a wide range
of societal activities. The coarse spatial resolution of seasonal
forecasts needs to be downscaled or refined to the local scale
for specific applications.

In this study, we present super-resolution (SR) techniques
for the task of downscaling climate variables with a focus on
temperature over Catalonia. Our models are trained using high
and medium resolution (∼5 and ∼25 km) gridded climate
datasets with the ultimate goal of increasing the resolution
of coarse resolution (∼100 km) seasonal forecasting systems.
Taking the gridded data from ∼100 to ∼5 km implies a 20x
upscaling factor. It is worth pointing out that handling such
large upsampling factor is not typical in computer vision,
where most applications focus in 4x factors while 16x is
considered as extreme SR.

A. Super-resolution for statistical downscaling

Statistical downscaling of gridded climate variables is a
task closely related to that of SR in computer vision, consider-
ing that both aim at learning a mapping between low- and high-
resolution images. Unsurprisingly, several deep learning-based
approaches have been explored by the climate community in
recent years [1], [2].

For this study, we work with data from two reanalysis
datasets: ERA5 [3], produced by the European Centre for
Medium-range Weather Forecasts (ECMWF), and UERRA
MESCAN-SURFEX [4]. ERA5 provides hourly estimates of
a large number of atmospheric, land and oceanic climate vari-
ables at a resolution of 0.25º (∼25 km). UERRA MESCAN-
SURFEX provides temperature, precipitation and wind at a
resolution of 0.05º (∼5 km). We focus on temperature at
two meters above the ground from both ERA5 and UERRA,
selecting the period between 1979 and 2019 at a daily temporal
resolution, resulting in about 14k temporal samples. The
inference is performed on the ECMWF’s seasonal forecast
system, SEAS5 [5] to downscale its coarse temperature grids
from ∼100 to ∼5km resolution in a transfer learning fashion.

Fig. 1. Panel (a) shows the architecture of our SR CGAN generator,
while panel (b) shows the architecture of our SR CGAN discriminator. The
architecture of the supervised ResNets is the same of the CGAN generators.

B. Methods

Four different deep learning-based methods were imple-
mented for downscaling temperature gridded fields: ResNet-
INT, ResNet-SPC, and their conditional adversarial coun-
terparts, CGAN ResNet-INT and CGAN ResNet-SPC. The
ResNet-SPC is based on the EDSR [6] SR model, with
residual blocks using skip connections and without batch-
normalization. On the panel (a) of Fig. 1, we show the
architecture of our ResNets. These networks share the main
section, inside the dotted-line box, composed of convolutional
layers and a stack of twenty residual blocks. The ResNet-
INT, short for residual neural network with pre-upsampling
via bicubic interpolation, is a model that learns an end-to-
end mapping from interpolated LR images to HR images. HR
UERRA/ERA5 images are downsampled by a given factor to
create LR counterparts. These are then upsampled to match the
size of the HR image before entering the network. The ResNet-
SPC works in a post-upsampling framework using subpixel
convolution layers [6]. This model learns a mapping from LR
to HR images, of different sizes, in low-dimensional space and
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Fig. 2. Comparison of the SR models proposed in this study with respect to a LANCZOS4 interpolation for a single SEAS5 temperature grid.

requiring less computations.

Our CGAN ResNet-INT and CGAN ResNet-SPC are Con-
ditional Generative Adversarial Networks (CGAN) [7] that use
either the ResNet-INT or ResNet-SPC as generators. GANs
are generative models that rely on a generator that learns to
generate new (HR) images (from a LR counterpart), and a
discriminator that learns to distinguish synthetic (HR) images
from reference (HR) images. CGANs are supervised GANs
that are trained with paired samples. We concatenate to all our
input samples a topographical map and a land-ocean binary
mask, as proposed in [1]. The addition of these fields, as image
channels, improves the reconstruction of high-frequency details
while downscaling the temperature fields.

To achieve a 20x upscaling factor, our models are com-
posed of a stack of two networks, each one trained separately:
LR to MR (4x, using ERA5) and MR to HR (5x, using
UERRA). The inference is performed progressively. We tested
training single models to jump from LR to HR resolution
directly but the results were poor in general. All the networks
were trained with sixty-four filters per layer and convolution
kernels of size 3x3. The supervised ResNets and the CGAN
ResNets were trained for 180 and 60 epochs respectively using
the Adam optimizer. The supervised ResNet optimize a mean
absolute error (MAE) loss function. A holdout of eight years
was used for testing the performance of the trained models.
During training, a validation dataset was used to monitor the
behavior of the loss function and avoid overfitting.

C. Results

Figure 2 shows a side-by-side comparison of the four
different SR algorithms developed for downscaling SEAS5
temperature from its native 1º to the 0.05º resolution. This
temperature grid corresponds to a single date and a single
SEAS5 ensemble member. Table I summarizes the perfor-
mance of each model in terms of the spatial RMSE and
Pearson correlation. These metrics are computed per each pair
of images: the model prediction and its reference from the
holdout UERRA dataset. Based on these metrics and on visual
inspection, we argue that the CGAN ResNet-SPC stands out
at recovering high-frequency details while downscaling SEAS5
grids not seen during training. Additionally, we have compared
our results with those of a traditional technique for statistical
downscaling, the KNN-based analogs method. This method

TABLE I. VALIDATION METRICS FOR EACH SR METHOD

CNN model MSE Pearson correlation

ResNet-INT 0.6379 0.9865
ResNet-SPC 0.5153 0.9912
CGAN R-INT 0.6472 0.9860
CGAN R-SPC 0.4960 0.9917

delivers higher RMSE and lower correlation, but is on par
with the deep learning-based models in terms of the ranked
probability skill score, a metric used for validating seasonal
forecasts.

D. Summary

In this study, we developed SR models for the task of
downscaling temperature fields and showed their superior per-
formance with respect to a LANCZOS4 interpolation baseline.
We thoroughly tested different architecture choices, such as
the type of upsampling or the training strategy (adversarial vs
non-adversarial). In the future, we will perform more rigurous
ablation studies for tuning these networks and explore tailored
loss functions (beyond MAE and reconstructive losses) for
improving the skill of the seasonal forecasts.
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EXTENDED ABSTRACT 
The particle-pair or particle-particle distance problem (pp-

distance) appears in several scientific fields. The pp-distance 
calculation is a computationally demanding task involved, for 
instance, in the calculation of X-ray spectra, as shown in Fig-1. 

Fig. 1. Full experiment layout. 

Protein structure is one of the bases of the biomedicine and 
nanotechnology. Different methods are used to determine the 
structures. One of them is X-ray which is usually limited to 
highly crystalline structures. We propose to extend the method 
to low crystallinity samples. 

We solve the pp-distance problem by calculating the 
theoretical X-Ray spectra for non-crystalline structures and 
comparing it against the real one. Our C program reduces the 
computational time using High Performance Computing over 
FPGA. 

We use pseudo-electrons 3D models to accelerate the 
convergence of the computed spectrums to the referenced one, 
(see Fig-1, subplot 6.a). Then, we use atoms 3D models to 
determine exactly the structure of the sample of molecules 
using Debye approximation and equations [4], (see Fig-1, 
subplot 6.b). 

A. The pseudo-electrons option, fast track to find an
approximation to the structure.
The pp-distance algorithm has been customized for

different FPGA with the following results: 

- over an Intel D5005 Programmable Acceleration
Card, computing a model of 2 million particles in
81.57 seconds, that is, 24.5 billion atoms pairs per
second (bapps).

In this case we use OpenCL kernels and OmpSs [2]
programming model.

- over a Xilinx Alveo U200 board that computes the
same 2 million particles in 34 seconds, that is 31.2
bapps.
In this case we use C language for kernels with
OmpSs too and Picos++ runtime manager.

Fig-2 illustrates the accuracy of the 3D model when a 
random distribution of 2 million pseudo-electrons is 
considered. 

Fig. 2 Scattered intensity (in arbitrary units) as a function of scattering 
vector modulus. 

B. The atoms option, the proper track to precise the exact
structure.
Debye [4] computation is used to directly determine the

3D model spectra. The Debye computation includes the 
previous calculation of the atomic form factors (aff) of the 
atoms at the main program as 

Where ai, bi and c are coefficients characteristic of each atom 
type and q is the scattering vector module. See more at 
http://lampx.tugraz.at/~hadley/ss1/crystaldiffraction/atomicfor
mfactors/formfactors.php 

34

8th BSC Doctoral Symposium



and performing the Debye formula calculation with these aff 
at the FPGA kernel 

Where I is the scattered intensity, rij is the distance between i 
and j atoms with fi and fj atomic form factors. 
The direct result is the data that could be represented as a plot 
like that shown in Fig. 3. 
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Fig. 3 SAXS-WAXS Scattered intensity of silver behenate crystallites as a 
function of q compared with atoms versus pseudo-electrons models as 
described. 

In this example we show the spectrum of a model crystallite 
of Silver Behenate composed by 25x25x3 unit cells with a 
total size of 10x12x17 nm calculated using Debye procedure 
(red line) and using the pseudo-electrons option (black line, 1 
pseudo-electron per electron). In the same figure, the green 
line shows the ALBA-Synchrotron experimentally obtained 
spectra. Note that the peak width is related to crystallite size. 
Applying Debye-Scherrer formula [5] the size of crystallite of 
the experiment corresponds to 2 μm while the calculation 
corresponds to 19 nm. 
Further, we have also evaluated the Debye procedure with and 
without considering the hydrogen atoms of the 3D model as 
an accelerating procedure. The number of atoms in the first 
case is 255,000 while in the second case is 93,750 atoms, that 
represents a calculation acceleration of 87% with the same 
results. 
With Debye option each generation of 64 points in the 
spectrum graph takes 400 seconds approximately, for a model 
of 93,750 atoms., the spectra shown in figure 3 took 2,800 s. 
while for a model of 255,000 took 21,427 s. 
The calculation to get the spectrum, in our D5005 FPGA, 
using 1 pseudo-electron per electron took 18.38 s including 
the 1.01 s from the Sine Fourier Transform (FT) shown below. 

Where p(r) is the radial distribution function, q the scattering 
vector modulus and r is the radius.  
We expect half time, approx. 9 s, at our Alveo U200 board. 

C. Conclusions and future work
The high-performance speed of FPGA implementation

allows this method to be used to search the structures of small 
or medium size molecular ensembles (hundreds of thousands 
of atoms), where the calculated spectrum is compared to an 
experimental one to generate new 3D models, to improve the 
fit. The generation of the new models, based on feedback and 
the relation between spectrums, will need to use new 
algorithms that have to be implemented via heuristics or AI. 
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I. EXTENDED ABSTRACT

Atmospheric models are a representation of dynamical,
physical, chemical, dynamical, and radiative processes in the
atmosphere [1]. Most of the algorithms used in these models
have been developed decades ago. With the increasing demand
on supercomputing performance, these models are gradually
being updated to new performance techniques and hardware
options.

These improvements typically focus on high time con-
suming components. One of these components corresponds to
the resolution of chemical processes, which can take up to
90% of the total time execution [2]. Recent studies reported a
relevant speedup by translating a chemical module to GPUs.
For example, the Kinetic Preprocessor library (KPP) from
the EMAC Earth system model achieves up to 20x speedup
compared to the single-thread CPU version [3]. Other studies
developed algorithms specifically for GPU computing, like the
Runge-Kutta-Chebyshev for moderately stiff kinetics [4]. This
algorithm achieves up to 59x speedup, which is notably greater
in comparison to the KPP GPU. However, the KPP is able
to solve higher levels of stiffness and its solving method has
been proven multiple times on the CPU. Also, the KPP GPU
strategy uses the same solving algorithm on both versions,
which requires less programming effort.

However, both studies needs to compute a large amount
of chemical systems in order to offer a performance increase
over CPU algorithms [5]. These chemical systems are provided
by the domain decomposition of atmospheric models, which
generates multiple systems to solve typically known as grid-
cells. These grid-cells are typically parallelized through MPI
decomposition, assigning multiple grid-cells load to each MPI
thread. As a result, a node has a large quantity of systems to
solve.

This large amount of grid-cells per node can be solved in
the GPU. However, it can be possible that the domain decom-
position generates less cells than the required to outperform
CPU algorithms. On the other hand, it can generate enough
load to make a simple GPU function more efficient than its
CPU alternative. Therefore, developers can integrate this small
part of code instead of translating and maintaining the entire
chemical module to GPUs.

Nevertheless, integrating this small GPU code can be diffi-
cult. The inner GPU function needs to compute multiple grid-
cells in order to be efficient. However, the rest of the module is

still on a CPU version, solving these systems one by one. The
CPU code also needs to solve the grid-cells simultaneously in
order to take advantage of this GPU function.

In this work we show a method to solve this issue, which
we name as Multi-cells from now on. The strategy consists
of solving the multiple chemical systems as a single one. In
consequence, the solver needs to allow different system sizes
depending on the numbers of cells. For this purpose, we use the
chemical module Chemistry Across Multiple Phases (CAMP)
as our test-bed. Previously, we claimed that the Multi-cells
method achieves up to 12x speedup on CAMP in comparison
to the original CPU version [6]. In addition, the computation
of chemical reactions in GPU reached up to 18x speedup.
However, in this previous study we left for future work the
development of GPU versions for the rest of the solving
process.

In this contribution, we focus on improving the linear
solving method for a GPU computation with Multi-cells. The
solving algorithm requires to solve a linear system multiple
times during solving, which can take a considerable part of
the total time execution. We use the Biconjugate Gradient for
the GPU version, achieving up to 13x speedup in front of the
original CPU implementation. In addition, we tested a different
implementation from Multi-cells, which we name as Block-
cells. In Multi-cells, all the cells are solved as a unique system.
In consequence, it creates a big system of equations which
need to be distributed among multiple GPU blocks. Therefore,
the linear system needs to communicate between these blocks,
which can take more than 50% of the total execution time [7].

In the Block-cells optimization, we solve each cell individ-
ually in a GPU block. This produces an increase of the speedup
up to 27x compared to the CPU version. However, there are
some differences in precision with respect to the Multi-cells
version, since the rest of the solver is still computing all the
cells as a whole. These differences can produce extra iterations
on the ODE solving process, which can produce differences
on the overall speedup. In the future, we will investigate fully
GPU alternatives to the ODE solving following the Block-cells
idea.
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EXTENDED ABSTRACT
Nowadays, the huge amount of data produced in various

scientific domains has made data analysis challenging. In the
climate science domain, with the constant increase of
resolution in all possible dimensions of model output and the
growing need for using computationally demanding analytical
methodologies (e.g. bootstrapping), basic operations like
extracting data from storage and performing statistical
analysis on them must fulfill scientific and operational needs
taking into account the growing volume and variety of data. A
tool that facilitates data processing and leverages
computational resources can largely save researchers’ time
and effort.

In this work, we introduce startR, an R package that allows
to retrieve, arrange, and process large multi-dimensional
datasets automatically with a concise workflow, smoothing the
data-processing difficulty mentioned above.

A. Introduction
startR provides a framework under which users can apply a

self-defined procedure to a collection of multi-dimensional
datasets from the repository as large as desired and take
advantage of the computational resources in
high-performance computing systems (HPC). It has been
designed to require as few technical parameters as possible
from the users, but users can tailor a number of configurations
to adjust the execution according to their needs.

Under this framework, two approaches to conduct analysis
are available: retrieving the data into RAM and performing the
analysis, or creating a workflow -the data is not retrieved only
declared- in which the last step is to run the user-defined
analysis. The first one allows the user to explore the analysis
at any stage whereas, in the second one, larger data can be
involved in the analysis for the same available RAM. When
the workflow is preferred, all the information needed for the
data analysis can be encapsulated in a succinct and reusable
script which is composed of four main functions: Start,
Step, AddStep, and Compute (Fig. 1). The required
information is all described and defined by these functions,
including the involved data file distribution, the dimensions of
the desired data cube, the workflow of operations to be
applied, the job execution parameters and HPC configuration
if needed.

The object type startR works with is array with named
dimensions, a basic and widely used data structure. startR
obtains data from the repository and returns an array object.
The array can have an arbitrary number of dimensions and the
order is not restricted as well since startR works with the
dimension names rather than the index. This feature provides
flexibility for data structure and makes the analysis less
error-prone. When the execution finishes, startR also returns
an array with named dimensions that can be processed further

or stored in files for later use. Besides the data itself, metadata
is also well-preserved and expanded with the operation
information, ensuring the reproducibility of the analysis.

The startR framework implements the MapReduce
paradigm for chunking and processing big data sets. The
execution can run either locally or remotely on HPCs with
multi-node and multi-core parallelism where possible. The
EC-Flow workflow manager is used to dispatch tasks onto the
HPCs, providing fault-tolerance and progress control through
its graphic user interface (GUI).

Fig. 1  The startR workflow and the corresponding functions

B. Data declaration
The first step of data analysis is extracting data from

storage, which is achieved by function Start. startR can
access the repositories and the data files do not need to
comply with any specific convention for their distribution
pattern, file names, or the number and order of the dimensions
of the variables. Though netCDF is the only data format
supported in the current release, adaptors for other file formats
can be plugged in startR if needed.

Start() declares the requested data as an array object. It
provides two options for data retrieval: loading the entire data
set in the machine or creating a pointer to the data location in
the repository. With the first option, the Start call returns a
multi-dimensional array that occupies the memory space of
the workstation, so the involved data size is limited. On the
other hand, the Start call only retrieves the dimensions and
metadata of the required data and the storage location with the
latter option, so the involved data size is unlimited in theory.
Loading data is the conventional way for the following
analysis, whereas generating a pointer can make full use of the
functionality of startR.

There are several advanced parameters in Start() to handle
heterogeneities across files involved in one Start() call, such
as transformation, reordering, reshaping, and renaming (Table
1). In addition, ancillary data and metadata can be
well-preserved through parameters considering the complex
data file distribution. Start() also accepts user-defined
functions for some of these purposes.
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TABLE I
START() PARAMETERS AND THEIR FUNCTIONALITY

Functionality Parameters
Transformation: Interpolate
data to the desired grid type.

transform
transform_params
transform_vars
transform_extra_cells
apply_indices_after_transform

Reshaping and reordering:
Combine one dimension along
with the files or split a
dimension into multiple ones;
Sort dimensions with associated
values.

merge_across_dims
merge_across_dims_narm
split_multiselected_dims
*_depends
*_across
*_reorder

Dimension and path
definition: Identify the key
information required to locate
files, homogenize dimension
and variable names among
datasets, and retrieve metadata
and ancillary data.

pattern_dims
metadata_dims
path_glob_permissive
return_vars
synonims
largest_dims_length
*_var

File format and data selector
support: Specify interface
functions for desired file format
and conversion between
different selector (i.e., data of
interest) types

file_opener
file_var_reader
file_dim_reader
file_data_reader
file_closer
selector_checker

C. Workflow
After the data sources are declared, the next step is to

define the operation to be applied. A self-defined function in
R function form and the startR functions Step and AddStep
are required to build up the workflow. The workflow adopts
the multiApply mechanism, which is an R package and an
extension of the base apply function in R. In the apply()
fashion, the function only operates on the essential dimensions
but not the whole data set, and the operation will loop over the
margin dimensions behind the scene. The apply family
typically applies a function to a single argument, whereas
multiApply efficiently takes one or a list of multi-dimensional
arrays as input, suitable for the operation of the declared data
arrays.

In Step(), the dimensions to be performed on and the
expected returned dimensions are specified by their dimension
names, which are more semantically meaningful than the
indices. By this means, users can save effort on checking the
dimension order and prevent the mistakes hard to detect. After
the step is defined, the data and the step are ready to be
bundled together as a workflow by AddStep().

D. Data processing
Once the workflow is defined, the final step is to choose the

platform to run the execution and specify the execution
parameters by the function Compute. The platform can be
either the workstation that runs the code (locally) or the HPCs
that share the same file system with the workstation
(remotely).

One important feature of startR, MapReduce paradigm (i.e.,
chunking), can be realized at this step. Users can specify
which dimensions to split the data array along and the number
of chunks to make for each, making each chunk fit in the
RAM memory. Therefore, even if the total data size is larger
than the available RAM, the execution won’t overload and
crash the platform. The operation defined in the workflow will

be applied to each chunk, and the results will be stored in a
temporary file. When all the chunks are finished, Compute()
will collect and merge the results and return an object
including one or multiple multidimensional data arrays as
defined in Step(), and the additional metadata generated
during the execution.

Since startR features in a multi-node and multi-core
manner, the number of execution threads to use for data
retrieval and for computation can be determined by the users.
If the execution is on a remote HPC, the configuration of the
machine needs to be specified in Compute(), including the
number of cores per job, the amount of memory to book for
each job, the type of workload used by the HPC, and the
maximal wall-clock time, etc. Understanding the properties of
the machine can help optimize execution efficiency. Besides,
the EC-Flow server is required to be installed for job dispatch
on HPCs. Through the EC-Flow graphical user interface, users
can check and control the execution status of each chunk
during the computation. If one chunk fails, it can be
re-submitted individually without running the whole execution
again, so the risk of time and resource waste is reduced.

E. Summary and future work
startR provides a powerful framework for large

multi-dimensional data retrieval and processing. With its clear
workflow, a piece of data analysis work can be defined with
only tens of lines, and the script is easy to reuse and adapt to
other analyses. Though startR has had much flexibility for
data structure and operations, it can be strengthened further.
For example, only one step (i.e., one function) in the
workflow is allowed now. Even though several procedures can
be wrapped in one step, multiple steps can optimize the target
dimension choice for different operations. Besides, as the
popularity of cloud databases grows, retrieving data from
cloud-based data systems is worth the development.

Several functionalities in startR, like spatial interpolation
and time manipulation, are tailored for earth sciences research,
with a special focus on atmospheric sciences such as climate,
weather, and air quality. It is compatible with other R tools
developed in BSC-CNS, forming a strong toolset for climate
research. However, it is potentially competent in other
research fields. With the plug-in of other interface functions,
startR can be exploited in different scientific domains where
large multi-dimensional data is involved.
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Abstract—We present a nodal interpolation method to ap-
proximate a subdivision model. The main application is to model
and represent curved geometry without gaps and preserving
the required simulation intent. Accordingly, the technique is
devised to maintain the necessary sharp features and smooth the
indicated ones. This sharp-to-smooth modeling capability handles
unstructured configurations of the simulation points, curves, and
surfaces. These surfaces are described by the initial triangulation
composed of linear triangles with the same surface identifier, and
determine the sharp point and curve features. Automatically, the
method suggests a subset of sharp features to smooth which the
user modifies to obtain a limit model preserving the initial points.
This model reconstructs the curvature by subdividing the initial
triangular mesh, with no need of an underlying curved geometry
model. Finally, given a polynomial degree and a nodal distribu-
tion, the method generates a piece-wise polynomial representation
interpolating the limit model. Numerical evidence suggests that
this approximation, naturally aligned to the subdivision features,
converges to the model geometrically with the polynomial degree
for fair nodal distributions. We also apply the method to prescribe
the curved boundary of a high-order volume mesh. We conclude
that our sharp-to-smooth modeling capability leads to curved
geometry representations with enhanced preservation of the
simulation intent.

Keywords—mesh curving, surrogate geometry, geometry mod-
eling, subdivision, blending

I. EXTENDED ABSTRACT

A. Introduction

The capability to model and represent curved geometry
preserving the simulation intent is critical for flow simula-
tion with unstructured high-order methods. These high-order
simulations require curved meshes that approximate a curved
boundary representation. Ideally, this boundary representation
should be composed of smooth and sharp features agreeing
with the simulation intent.

Flow simulation practitioners favor continuous normal vec-
tors on smooth features where the intent is to obtain attached
flow. In contrast, they only need model continuity on sharp
features where the flow detaches. To illustrate both types of
features, we can consider an aircraft model. We can find there
smooth features such as the nose tip, leading edges, and wing
surfaces; and sharp features such as trailing edges and points.

To model the previous features, it is standard to use
CAD boundary representations based on trimmed NURBS.
Unfortunately, these trim-based models might violate the sim-
ulation intent due to unintended gaps or discontinuities of
the normal vector on irregular points and curves adjacent to
trimmed surfaces. Nevertheless, if the element size is fine but

coarser than the model tolerance, we obtain a fair second-
order approximation of the CAD boundary representation
without gaps. However, since the triangles are planar, this
approximation does not feature the normal vector continuity
through any triangular edges, and thus, it is not adequate for
flow simulation. Still, we can convert the triangular mesh to
a gap-free curved geometry model [1] that features normal
vector continuity by using a subdivision scheme [2].

This subdivision-based conversion to a curved model is
useful even when there is no underlying CAD model. The
conversion only needs a model composed of triangulations,
which boundaries determine the model points and polylines.
Hence, this conversion is of practical interest in any application
where the triangular mesh comes from legacy data or real
samples, such as in onshore wind farm energy forecasting,
transport of pollutants in urban areas, and bio-engineering.

In these applications, the subdivision conversion provides
a curved limit model. We can query this limit model by
successive refinements [1]. However, this approach requires
more refinement levels when the closer is the query point
to an irregular point. To avoid this unbalanced query, in our
previous work [3], we proposed a method to interpolate with
a continuous piece-wise quadratic or quartic mesh the limit
model while exploiting the structure of iterative subdivision.
Any posterior query to the interpolation model only uses the
corresponding triangular-wise polynomial components, thus
skipping the successive refinement step.

Although skipping posterior successive refinement, our
previous approach only extends to interpolation degrees equal
to powers of two on equispaced nodal distributions. Therefore,
it does not allow using arbitrary polynomial degrees and
nodal distributions. Recall that beyond degree four equispaced
nodal distributions feature large Lebesgue constants that might
hamper the corresponding interpolation accuracy.

The main contribution of this work is to propose a method
to interpolate the subdivision model with any degree and nodal
distribution. The method evaluates one time the limit model
parameterization [4] on each interpolation point to obtain the
resulting nodal curved mesh model which is ready to prescribe
the boundary of a curved high-order volume mesh.

We also propose an approximation of the distance between
the interpolation and the limit model to check the geometric
accuracy in terms of the polynomial degree for different
nodal distributions. To compute this distance, we only need
to perform forward evaluations of the nodal parameterization.
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(a) (b)

(c) (d)

Fig. 1: Initial and final linear mesh model of an aircraft in high-
lift configuration. Initial model: (a) surface features colored
with their surface identifier, and (b) curve and point features.
Final model: (c) virtual surface features colored with their
surface identifier, (d) curve and point features recast (gray)
and preserved (black).

We finally propose an assisted sharp-to-smooth modeling
capability aimed to reduce the amount of human labor required
to describe the simulation intent of the model. The resulting
method automatically suggests a subset of sharp features to
smooth which the user modifies to obtain a limit model
preserving the initial points.

B. Example

We illustrate the features of our method by modeling and
curving an aircraft model in a high-lift configuration.

0) Sharp-to-smooth modeling. In Fig. 1(a) and 1(b),
we show the initial model of the aircraft composed
of 118 surface, 282 curve, and 182 point features.
We devise a technique to automatically suggest the
smooth features to recast which the practitioner re-
vises to preserve the simulation intent. The recast
linear model Ω1, see Fig. 1(c) and 1(d), is composed
of 67 surface, 169 curve, and 122 point features.

1) Approximate a surrogate boundary. The hierarchi-
cal subdivision of the geometry features determines a
set of C2-continuous limit curves and C1-continuous
limit surfaces that serves as surrogate geometry to
generate a curved high-order triangular surface mesh.
This curved surface mesh preserves the sharp features
and smooth regions of the linear model Ω1, and
interpolates it at the nodes of the high-order mesh.

2) Accommodate the curvature of the boundary. We
accommodate the curvature of the curved surface
mesh to the boundary volume elements using an
explicit hierarchical blending.

3) Local smoothing and untangling. If necessary, we
optimize the low-quality elements locally following
the approach detailed in [5].

In Fig. 2, we show the generated surface mesh of poly-
nomial degree four using the recast model where the surfaces
have been colored with their surface identifier. Since the curves
describing the leading edge have been automatically recast, the
surface is smooth along that feature. On the contrary, we can
appreciate the desired discontinuity on the normal vectors of
the surface along the curves describing the cabin windows.

Fig. 2: Curved triangular mesh of polynomial degree four of
an aircraft in high-lift configuration colored with the surface
identifiers.

C. Concluding Remarks

In conclusion, we have presented a methodology to model
and represent curved geometry of practical interest for flow
simulation with unstructured high-order methods. In perspec-
tive, high-order methods might benefit from using curved
meshes that approximate our curved boundary representation,
which we devised to describe the flow simulation intent.
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I. EXTENDED ABSTRACT

Our current study revolves around the dynamic 

characterization of the human erythrocyte pyruvate kinase 

(PKR). The deficiency of this protein is a common cause of 

nonspherocytic hemolytic anemia, a rare, autosomal recessive 

disease. We are performing a comprehensive set of molecular 

dynamics simulations of both the wildtype (WT) and mutant 

variants of PKR in different conditions, in order to explore the 

dynamic behavior of the enzyme, describe the function and 

allosteric mechanism in terms of its dynamics fingerprint and 

identify altered dynamic behavior of the known pathogenic 

variants of the enzyme. 

A. Introduction

Genotyping is a powerful resource to confirm the diagnosis

of Mendelian disorders (i.e. diseases caused by alterations on 

a single gene). The practice is increasingly becoming 

available and prevalent, thanks to the advances made on the 

techniques and their cost reduction [1]. A capital challenge of 

the field is the correct interpretation of the degree of 

pathogenicity of the found variants. The effect of a given 

amino acid replacement in a protein sequence can diverge 

from complete disruption (damaging) to innocuousness 

(benign). In this context, dozens of in silico predictive tools 

have been developing in the recent years, with the aim of 

providing a pathogenicity predictive score to a given missense 

mutation in a given gene sequence [2]. While the approaches 

taken in the different available tools is diverse, prediction 

based on sequence conservation has been the predominant 

strategy adopted by this kind of methods. Some predictive 

tools also use other complementary features such as 

physicochemical and biochemical properties of the replaced 

amino acids and functional annotations of replacement sites (if 

available) [3].  

On the other hand, we can study the effect of a missense 

mutation directly at the level of the structure of the protein. By 

exploring the mutation site in its structural context, it is 

possible to estimate the impact of the amino acid substitution 

in terms of the expected structural alterations. Structural and 

dynamic features have been largely neglected in the field of 

pathogenicity prediction, mainly due to the difficulties and 

computational cost of the obtainment of a large enough 

dataset of metrics. However, several efforts and initiatives 

have been coming out in the recent years [4]. Our project 

revolves around the consideration of the role of dynamics 

features in the functional behavior of protein variants that can 

be used to improve pathogenicity prediction algorithms. 

B. Use case

To this end, we are studying the particular case of the

human erythrocyte pyruvate kinase (PKR). Pyruvate kinase is 

one of the most widely studied enzyme families throughout 

the history of biochemistry, due to its major role in the 

regulation of glycolysis. It catalyzes the irreversible 

conversion of phosphoenolpyruvate (PEP) to pyruvate, 

generating an ATP molecule in the process. The enzyme 

needs cofactors (K+ and Mg2+) for proper catalytic activity, is 

allosterically regulated by fructose-1,6-biphosphate (FBP), an 

activator of its catalytic efficiency, and has a highly conserved 

architecture throughout evolution (Fig. 1) [5]. 

Fig. 1  Tertiary and quaternary structure of PKR. The different domains of the 
protein: N-terminal, A, B and C are colored green, red, blue and yellow 

respectively. A) View of a monomer of PKR and bound cofactors, substrate 

and allosteric activator. B) View of the tetramer of PKR. The two symmetry 
axes are shown with a dashed line. Only one subunit is colored as indicated 

above (the rest are colored pale cyan). 

Hundreds of missense mutations in various sites of PKR 

have been clinically associated to a disease called hereditary 

nonspherocytic hemolytic anemia (5 cases per 10,000 

individuals in Europe) [6]. The main aim is to go deeper into 

the coupling between structure and functions of this protein, 

as well as to provide information about its dynamic properties 

for both the WT form and some of its mutant variants of 

known pathological consequences. 

C. Preliminary results

We are currently conducting a thorough stage of analysis of

the dynamic behavior of PKR. We work with data derived 

from MD simulations of PKR in a wide variety of biologically 

meaningful conditions. We cover both the apoenzyme form 

(no bound cofactors/ligands) and several variations of the 

holoenzyme: i) with one cofactor (K+), ii) with both cofactors 

(K+ and Mg2+), iii) with both cofactors and the substrate PEP, 

iv) with both cofactors and the substrate ADP-Mg2+, v) with

both cofactors and both substrates, vi) with both cofactors and

the allosteric ligand FBP, and vii) with both cofactors, both

substrates and FBP. Such spectrum of conditions required an

establishment of a proper MD protocol, suitable to cope both

with the large dimensions of the system (around 400 000

atoms) and the treatment of coordination bonds between the

protein and the metal cofactors. In this sense, one of the major

highlights of the protocol has been the implementation of a

QM-derived step to build parameters to model the known

geometries of the binding site of the involved molecules.
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In our quest for identifying and classifying the essential 

motions of this protein, we are applying Principal 

Components Analysis (PCA), a method that allows us to 

inspect the major concerted motions (the so-called principal 

components (PCs)) associated to the largest collective atomic 

fluctuations of each MD trajectory [7]. On top of this 

traditional technique, we are developing a custom method to 

cluster the obtained PCs from each MD trajectory. Then, we 

compute the centroid PC of each major cluster. The centroid 

PC can be interpreted as a consensus mode that: a) maintains 

the most relevant collective fluctuation of variables, and b) 

filters out the minor collective fluctuations (i.e. the fraction of 

correlation that is present only in particular members of the 

cluster). The result is a rendering of the “pure” motions of 

PKR occurring at the timescale of our MD simulations (400 

ns). To the best of our knowledge, this approach has not been 

explored yet in a scenario like ours. Although still in 

assessment, our results hint towards an effective method of 

collecting and cataloguing the essential motions of the 

analyzed regions. 

Some main collective motions show up in a consistent way 

in the different apo and holo conditions, potentially revealing 

that a fraction of the protein’s main dynamics is conserved 

regardless of the presence or absence of the substrates and the 

allosteric activator. A better understanding and classification 

of these motions is potentially the key to revealing how the 

dynamic behavior of the protein is tuned in response to 

binding events, leading to functional enzymatic consequences. 

Fig. 2  Example of the essential motions of domains A and B of PKR. 

Domains A and B are colored red and blue, respectively. A) Opening and 

closing of domain B towards the catalytic site (this motion is described in the 
classical inactive to active transition of the enzyme). B) Lateral shaking of 

domain B. C) Rotation of domain B with respect to domain A. 

D. Future development

In the next steps of our analysis stage, we will focus on

refining the study of the obtained essential motions of PKR. 

Some of the interesting features to collect are the average 

frequencies and amplitudes of motion of the motions during 

our MD timescale, and whether they occur simultaneously or 

not within the tetramer. In this sense, we will assess the 

known allostery and cooperativity effects of this enzyme in 

terms of its dynamic behavior. 

Furthermore, we have begun the production of a new batch 

of MD simulations consisting of 33 pathogenic and 18 benign 

variants of PKR, simulated both in apo and some 

representative holo conditions. By comparing the dynamic 

patterns of the WT protein and its mutated forms, we expect to 

find and describe disruptive dynamic events on the tested 

pathogenic variants. 

Lastly, we are interested in integrating our approaches with 

the increasingly popular Correlation Network Analyses 

(CNA), a family of methods that employ graph theory tools to 

analyze MD trajectories using correlation data [8]. 
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I. EXTENDED ABSTRACT

Scientific computation problems have been faced with the
need to analyze increasing amounts of data as part of their
application workflows, and the science-based model is being
combined with big data and machine learning models to
solve complex problems and phenomena [1][2]. The machine
learning workflow is composed of some reproducible steps
that can be executed as a pipeline to build a model efficiently
by saving iteration time, helping in debugging and detecting
[3]. Currently, businesses and researchers are investigating
and improving the methodology of developing and deploying
machine learning workflows in both training and inference
phases, which helps the data science team focus on their
requirements and the data engineer team deploy and operate
machine learning workflows efficiently and automatically [4].

This work presents an architecture for automatic machine
learning workflows, which provides capabilities of monitoring
and automatic management on the end-to-end life-cycle of
machine learning workflows, including tracking and observing
at the training stage, and releasing, monitoring, deployment,
auto-detecting and infrastructure management at the inference
stage. To validate feasibility, we have conducted a case study
based on our architecture and deployed it in the cloud, and
showed its automation.

A. Architecture for Automatic Machine Learning Workflows

While working on machine learning workflows, different
teams have their own focuses. The Data science team faces
challenges regarding model training, especially on building
and improving the model. However, the data engineer team
usually works on integrating and deploying the model into
production, and operating the model to provide reliable, robust,
and efficient service.

The architecture for the end-to-end automatic machine
learning workflows is shown in Figure 1. There are many
phases and steps required to make the machine learning model
in production to provide values. The top describes the steps
for the data science team before a model into production.
Normally, the data science team will first discover the use case
and data, and then develop a machine learning workflow that
contains data preparation, validation and preprocessing, as well
as model training, validation and testing. Workflow manager
(e.g., Scanflow) can track the metadata such as metrics and
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Fig. 1. Architecture for Automatic Machine Learning Workflows

scores and the artifacts during the training phase, analyze them
and automatically tune the hyper-parameters, early stopping
and do neural architecture search for improving the model [5].

The bottom describes the model in production, including
the model inference workflow deployment and the operation
phase that automatically manages the machine learning work-
flow from both the application layer (e.g., workflow manager
Scanflow) and the infrastructure layer (e.g., resource manager
Kubernetes). For deploying and managing the machine learn-
ing workflow at scale, the data engineer team should also build
a workflow managed by the workflow manager but wrap and
deploy the model as a service. From the application layer
controlled view, the workflow manager could log the model
metrics(such as scores) and artifacts(such as new data) to detect
outliers, adversarial or drift and provide model explanations[6]
and finally trigger the machine learning workflow to be re-
trained or the model to be updated. From the infrastructure
layer controlled view, allowing the model as a service helps it
to be released, updated and rollouted independently, and can
monitor the latency and failure rate of its predicted invocations
at inference time [7][8]. With these observations, the resource
manager can automatically scale the service to achieve the
reliability and efficiency of the model.
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B. A Case Study

To illustrate the feasibility of our proposed architecture for
automatic machine learning workflows, we used a leaf clas-
sification problem as a running example [9]. The automation
scenarios for both training and inference phases are presented
in Table I.

TABLE I. AUTOMATION SCENARIOS

Stages Type of events Actions

training model with hyper-
parameters

different hyper-
parameters tuning

multiple models model selecting
inference predicting service failure

rate over 90%
scale the service with
more replicas

the rate of the number
of requests per second to
the predicting service in 5
minutes over 2

scale the service with
more replicas

outliers or model drift
when new data comes

retain and update the
model

During this machine learning project, firstly we create a
training workflow that contains data gathering, data prepro-
cessing and model training as shown in Figure 2. The model
training step uses the random-forest algorithm with different
hyper-parameters tuning running in parallel. Then we end up
with the best model selection based on accuracy.

Fig. 2. Leaf training workflow

After the model training, the inference workflow is ready
to be deployed in production. Figure 3 shows the inference
workflow, data preprocessing and model serving are services
and exposed through the cluster for clients to do invocations
for predictions.

Fig. 3. Leaf inference workflow

The workflow manager(e.g., Scanflow) is started for each
workflow for logging the metrics and artifacts of the workflow
and debugging and managing the robustness of the model.
As for the infrastructure management, we use Kubernetes
as the basic container orchestration platform and Istio as a
service mesh to gather all the traffic through each service
and trace each invocation. Finally we use Keda event to drive
autoscaling. Corresponding results are shown in Figure 4.

C. Conclusion

This work presents an architecture for automatic machine
learning workflows, which provides capabilities of monitoring

Fig. 4. Auto-scaling: The rate of the number of requests per second to the
serving service over 2, system scale the service with more replicas.

and automatic managing on end-to-end life-cycle of machine
learning workflows. The technique behind each component
will continuously evolve, but we believe the architecture could
be a blueprint for improving the efficiency of the machine
learning model into production. The next step we will improve
the management policy of the planner in each stage.
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EXTENDED ABSTRACT 

Air quality (AQ) is a growing concern, especially in urban 

areas where high-density populated regions are exposed to 

frequent exceedances of regulated pollutants. To take action in 

reducing citizen exposure to pollution, a reliable assessment of 

the pollutants’ ambient concentrations across the city is 

required. 

Street-scale AQ models are designed to capture the typical 

spatial variability that pollutants exhibit in the urban 

morphology. Such urban models are generally nested to 

regional AQ models and use the information of traffic 

emissions, together with meteorological conditions, and a 

geometric description of the building’s layout, to provide an 

estimation of the dispersion of target pollutants at the street 

scale. However, results of urban AQ models are subjected to 

uncertainties, mainly due to the multiscale behavior of the 

phenomenon and to the challenges of characterizing the wind 

flow within street-canyons, which encompasses multiple 

emission sources and the downscaling of meteorological 

variables.  

To minimize these uncertainties, we present a data-fusion 

method that combines the model results, obtained using the 

CALIOPE-Urban [1] model, with publicly available 

observations from the official monitoring network in Catalonia 

(XVPCA). This method is derived to preserve the spatial 

variability of the urban model. As a test case, we then present 

annual bias-corrected results of the NO2 levels across the city 

of Barcelona for the year 2019. Results correspond to the 

legislated annual mean and the 19th daily maximum value of the 

year. 

A. Observational data

The observational data used for the data-fusion method are

obtained from the 7 urban monitoring stations of the XVPCA 

that measure NO2 within the Barcelona municipality. 

B. Model data

The spatial distribution of NO2 is obtained using the

CALIOPE-Urban [1] model.  CALIOPE-Urban computes the 

dispersion of pollutants emitted by the traffic sector [2] at the 

street-scale using a Gaussian dispersion model. Background 

concentrations, used as an input in the urban model, are 

provided by the regional AQ model CALIOPE. In this work, 

the urban model computes hourly NO2 concentrations at a 

resolution of 50 m x 50 m, while the regional model uses nested 

domains of resolutions: 1km x 1km for the region of Catalonia, 

4 km x 4km for the Iberian Peninsula, and 12 km x 12 km for 

the European Union region. 

C. Data fusion methodology

Data fusion methodologies aim to correct systematic errors

of the model at the entire computational grid using the available 

observations. In contrast with the commonly data-fusion 

methods used in the regional-AQ models (such as CALIOPE) 

that are based on the distance to the observational sites; in this 

work, we derive a method that preserves the spatial variability 

estimated by the urban model. 

For this purpose, linear regressions for the daily mean 

concentration and the daily variability are fitted using all 

available data pairs of model-observation. Using these 

regressions, model results are corrected in terms of daily mean 

and daily variability, relying solely on the model output. The 

post-processing models are refitted every day to account for the 

dependency of the systematic errors on the meteorological 

conditions. 

D. Results

Leave-One-Out-Cross-Validation (LOOCV) has been

performed to assess the validity of the present data fusion 

method. This validation consists in performing the bias-

adjustment considering all observational data except one, 

which is used to cross-validate the results. In Table I, raw 

results from the urban model are compared with the bias 

adjustment and the cross validation (LOOCV) results. In 

average, locations for which there are no available observations 

are expected to have a correlation coefficient of r2=0.62 and a 

fraction of predictions within a factor of two FAC2=0.80. 
TABLE I 

CROSS VALIDATION RESULTS OF THE BIAS CORRECTION FOR 2019 

Station name Raw model Bias adjustment LOOCV 

FAC2 r2 FAC2 r2 FAC2 r2 

Sants 0.67 0.42 0.80 0.61 0.79 0.60 

Eixample 0.82 0.53 0.91 0.69 0.87 0.66 

Ciutadella 0.69 0.53 0.78 0.64 0.76 0.63 

Palau Reial 0.71 0.47 0.76 0.62 0.75 0.61 

Gràcia 0.81 0.54 0.87 0.69 0.85 0.65 

Poblenou 0.72 0.58 0.84 0.70 0.82 0.68 

Valld'Hebron 0.65 0.46 0.74 0.57 0.72 0.54 

The corrected annual average map of NO2 concentrations is 

shown in Fig.1. In the regions close to the main roads of the 

city, where the traffic is more intense, as well as the area close 

to the port (at the south region), the legislated threshold of 40 

𝜇𝑔/𝑚3 (established in 2008/50/CE) is exceeded.

Model results of the NO2 annual average at the observational 

sites are compared with measurements in Table II. The 

corrected model results are in good agreement with the 

observed annual mean, being that the larger relative difference 

is 10.6% (positive values of the relative difference stand for 

model over-predictions and vice-versa). 

TABLE II 

MODEL RESULTS AND OBSERVATIONS OF ANNUAL MEAN NO2 FOR 2019 

Station name Model mean 
(𝜇𝑔/𝑚3) 

Obs. mean 

(𝜇𝑔/𝑚3) 

Relative 

diff. (%) 

Sants 30.49 30.81 -1.06

Eixample 46.65 48.67 -4.33

Ciutadella 35.49 31.73 10.60 

Palau Reial 29.66 27.46 7.40 

Gràcia-St.Gervasi 40.37 42.78 -5.97

Poblenou 33.17 36.02 -8.58

Vall d'Hebron 27.62 28.45 3.02 
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The daily hourly maximum limit of NO2, defined in the 

2008/50/CE as the 19th daily maximum of the year, corresponds 

to a threshold of 140 𝜇𝑔/𝑚3. Figure 2 shows the 19th daily

maximum NO2 concentration across the city of Barcelona, 

again some exceedance of the legal limit can be observed in 

heavily trafficked streets. Looking at the NO2 19th daily 

maximum concentrations in Table III, model exceedances are 

observed at the traffic monitoring sites of Eixample and Gràcia. 

Fig. 1  Annual mean NO2 concentration levels at the municipality of Barcelona 

for 2019.  

TABLE III 

MODEL RESULTS AND OBS. OF THE 19TH
 DAILY MAX. OF NO2 FOR 2019 

Station name Model 19th 

max. (𝜇𝑔/𝑚3) 

Obs. 19th 

max. (𝜇𝑔/𝑚3) 

Relative 

diff. (%) 

Sants 131.70 111.05 15.68 

Eixample 149.91 137.58 8.22 

Ciutadella 123.98 107.12 13.60 

Palau Reial 131.31 115.96 11.69 

Gràcia St.Gervasi 133.98 156.26 -16.62

Poblenou 120.82 114.97 4.83 

Vall d'Hebron 124.54 114.99 7,68 

Fig. 2  19th daily maximum NO2 concentration levels at the municipality of 

Barcelona during 2019. 

E. Conclusion and Future Enhancement

The presented bias-adjustment methodology permits to

perform reliable diagnosis of the annual NO2 levels. The 

diagnosis of Barcelona for 2019 puts in evidence that the NO2

annual mean is systematically exceeded in many locations of 

the city, especially in the Eixample central district, and the 

region close to the port. On the other hand, the legislated hourly 

19th daily maximum (140 𝜇𝑔/𝑚3) is exceeded in some heavily

trafficked regions. 

As future works, we plan to apply other state-of-the-art data 

fusion methodologies, such as Universal Kriging, to compare 

their performance with the present methodology. The future 

goal is to improve data fusion methodologies in the urban 

context to perform better reanalyzes which are key for health 

impact studies.  
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I. EXTENDED ABSTRACT

Designing and building supercomputers is a complex task
in the field of high-performance computing (HPC). The hard-
ware, middleware and algorithms need to effectively col-
laborate to achieve ideal results for massive and practical
problems. To facilitate the easy usage of supercomputers, com-
piler technologies have been developed with highly automated
program optimizations that use domain-specific knowledge and
understandings of target architectures [1].

Directive-based programming has been employed for en-
abling accelerator use, while replacing vendor-specific coding
with directive insertion. Keeping software portability with
minimum engineering efforts upon sequential code, OpenACC
and OpenMP are now widely used for accelerator program-
ming [2], [3]. However, pursuing ideal performance is often
challenging. The bare insertion of directives by the program-
mers exposes less program characteristics for the compilation;
thus, programmers aiming at better efficiency are forced to
reshape their code merely for adjusting to the environment such
as compilers, software stacks and heterogeneous architecture.

While keeping the productivity, our research extends Ope-
nACC to exploit further optimization opportunities. In a
portable fashion that relies on other compilers, our approach
provides an environment which enables dynamic analysis
of computation and perform on-the-fly kernel specialization.
Considering the high memory latency of GPUs, we add a novel
code-translation technique named predicated-based filtering to
automate multi-device utilization. We never split loop ranges
nor introduce fine dependency analysis, but divide data ranges
to be updated on each device. This idea allows to distribute
highly-tuned code without changing code structure nor paral-
lelism.

A. JACC: Runtime-Extended OpenACC

We build JACC, a just-in-time compilation system for
OpenACC, in which input directives are replaced with run-
time routines. JACC hides every OpenACC feature behind a
provided runtime library to cushion dependency to specific
compilers. Once a kernel is compiled at first execution, its
device code is cached to be reused for subsequent launches.
Even though JACC is developed upon existing compilers, it
allows calling of CUDA routines and kernels through its li-
brary. Fig. 2 shows the converted code of Fig. 1 to call runtime
routines. First, combined directives (e.g. parallel loop of
Line 2 of Fig. 1) are decomposed into three basic directives
of parallel, loop and data. Then, for each directive,
JACC inserts corresponding routines that are implemented in
its library, shown in Fig. 2 (Lines 2, 5 and 12).

1 #pragma acc data copyout(x[0:N]) present(y)
2 #pragma acc parallel loop
3 for(int i=0; i<N; i++) x[i] = y[i] * y[i];

Fig. 1. Accelerator programming in OpenACC

1 /* Entry of #pragma acc data */
2 jacc_create(x, N * sizeof(float));
3
4 /* #pragma acc parallel loop */
5 jacc_kernel_push(
6 "#pragma acc parallel present(x, y)\n"
7 "#pragma acc loop\n"
8 "for(int i=0; i<N ; i ++) /* ... */",
9 /* args */, /* flags */);

10
11 /* Exit of #pragma acc data */
12 jacc_copyout(x, N * sizeof(float));

Fig. 2. Converted code by JACC (arguments omitted)

During the execution, JACC data-related routines that wrap
OpenACC routines (Lines 2 and 12 of Fig. 2) assume the roles
of the original directives. The routine jacc_kernel_push
launches kernel execution while accepting source code in a
string with arguments that hold runtime information (Lines 5-9
of the same figure). It should be noted that the loop directive
is used for marking parallelism; therefore, the directive is kept
in kernel strings. When the routine finds no compiled kernel for
given source code or needs to update existing kernels, function
code is generated to emit device code by a specified compiler
and to have additional arguments for code extension. After
linked dynamically, this function is called through a foreign
function interface (FFI). JACC’s library for each routine is
extended to collect runtime information and support dynamic
features.

B. Multi-GPU Utilization with Predicates

Towards further utilization of intra-kernel parallelism, we
combine multi-GPU execution with JACC. Whereas previous
studies have persistently focused on loop splitting over plural
GPUs [4], [5], this work divides data regions that each GPU
updates to support real applications that usually entangle
memory accesses among loop iterations.

Our technique, named predicate-based filtering, limits
memory accesses depending on data regions that the GPU
writes to, assuming that redundant computational code and pa-
rameters do not degrade performance due to low computational
latency and high memory latency on GPUs. First, we introduce
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1 a[i]=x; b[i]=a[i]; x=c[j]; a[k]=x; b[k]=a[k];

1 /* a[i]=x */
2 ((a_lb<=i && a_ub>=i)||
3 (b_lb<=i && b_ub>=i)) ? a[i]=x:a[i];
4 /* b[i]=a[i] */
5 ((b_lb<=i && b_ub>=i)) ? b[i]=a[i]:b[i];
6 /* x=c[j] */
7 x=((a_lb<=k && a_ub>=k)||
8 (b_lb<=k && b_ub>=k)) ? c[j]:0;
9 /* a[k]=x */

10 ((a_lb<=k && a_ub>=k)||
11 (b_lb<=k && b_ub>=k)) ? a[k]=x:a[k];
12 /* b[k]=a[k] */
13 ((b_lb<=k && b_ub>=k)) ? b[k]=a[k]:b[k];

Fig. 3. Example of predicate-based filtering in C code. Original (up) and
filtered code (down). References to array a have predicates for updating array
b and itself (Lines 2-3 and 10-11), the references to array b have for itself
(Lines 5 and 13), and the reference to array c has for array a and b (Lines
7-8).

data ranges for each updated array so that array writes can be
filtered based on the assigned range. For instance, in C code,
array write a[i]*=2 is rewritten to (a_lb <= i && a_ub
>= i) ? a[i]*=2 : a[i], where a_ub and a_lb indicate
the upper and lower bound of array a, that are specified
depending on the GPU. In Fortran, since there is no nested
assignment, we use IF statement for filtering, with subsequent
ELSE statement which contains an assignment of the same
expression ( a(i)=a(i) ) that is later optimized away but
facilitates compiler analysis. Additionally, we develop data-
flow analysis for the innermost parallel region in each kernel
to detect data dependencies between arrays. Then, we filter
them to restrict accesses while solving dependencies as shown
in Fig. 3. This analysis converts both array and variable
references into the static single assignment (SSA) form, and
iteratively finds dependencies among array accesses.

Data ranges linked to given pointers are tracked through
JACC’s runtime routines, and managed in a red-black tree
as OpenACC compilers do [6]. Data transfers are invoked to
send updated data across GPUs after each kernel execution.
Device-memory allocations and host-to-GPU communications
are replicated on all the GPUs and the primary GPU is used for
GPU-to-host transfers. To guarantee the result of our analysis,
we check kernel arguments so as to duplicate computation
and disable communications on data that are referred through
more than two pointers which at least one of them is read
and one is written. When several pointers share the same
array to update, we merge their access ranges to follow the
widest. The necessary computation for array-write indexing is
always duplicated. Regarding reduction or variable writes that
are explicitly exported to host, we filter the computation based
on the range of the outermost parallel iterator.

While being applicable to all OpenACC kernels as far as
array writes are concerned, our filtering technique needs to
duplicate execution on each GPU when references between
split ranges are found inside the kernel. We alleviate this
restriction by leveraging dimensional information.

In order to avoid lower performance due to data distribution
overheads, we enable multi-GPU execution for each kernel in
an adaptive way, while otherwise duplicating computation on
all GPUs and performing no GPU-to-GPU communication.

C. Results

We integrate predicated-based filtering into JACC, which
translator is implemented as a XcodeML [7] converter. We
measure the performance changes of our proposed techniques
using the NVIDIA Tesla V100 SXM2 GPUs (16GB Memory)
on NVIDIA DGX-1. Fig. 4 shows the partial results of our
experiments.
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I. EXTENDED ABSTRACT

Atmospheric aerosols have a significant impact on the
climate system [1]. Depending on their chemical composi-
tion, aerosols cool the atmosphere directly by scattering solar
radiation and indirectly through aerosol–cloud interactions,
or warm the lower atmosphere by absorbing visible solar
radiation. The most prevalent types of absorbing aerosols are
black carbon (BC) and mineral dust. However, recent analyses
from laboratory and field experiments have provided strong
evidence for the existence of some organic aerosols (OA) with
absorbing properties known as “brown carbon” [2]. The overall
impact of aerosols in the atmosphere is still uncertain and can
only be quantified by using numerical models. A prior step
for that implies a proper representation of their abundance
and chemical composition. However, atmospheric chemistry
models have historically shown difficulties to simulate both
properties, particularly OA [3].

In this work, we present the first step towards better
constraining the burden and radiative forcing of aerosols in
the atmosphere. We combine different observational datasets
to evaluate the mass and chemical composition of aerosols
(with special attention to OA) simulated by the Multiscale
Online Nonhydrostatic AtmospheRe CHemistry (MONARCH)
model developed at BSC. For that, we use a wide range of in-
situ surface measurements of aerosol particulate matter (PM)
and chemical composition conducted by IDAEA-CSIC at three
locations in northeast Spain.

A. Observational data

The Environmental Geochemistry and Atmospheric Re-
search group of the Institute of Environmental Assessment
and Water Research from the Spanish Research Council
(IDAEA-CSIC) maintains three monitoring super-sites (urban
background Barcelona station (BCN), regional background
Montseny station (MSY) and remote background Montsec
station (MSA); see Figure 1) with the aim to study the physical
and chemical properties of atmospheric aerosol particles and
their climate effects. In this work, we use data from 24h offline
filter samples of PM fractions (PM1, PM2.5, and PM10) and
subsequent chemical analyses from the three sites, and on-
line measurements of the non-refractory components of PM1

with hourly resolution with an Aerosol Chemical Speciation
Monitor (ACSM) available at the BCN station. Both datasets
provide valuable information of the aerosol particulate matter

concentration and their chemical composition, namely con-
centration of sulfate-nitrate-ammonium-BC-OA constituents.
Further information on the primary and secondary fraction of
OA is also derived from the observations.

Fig. 1. Annual mean surface concentration of PM2.5 for 2018 simulated with
the MONARCH model. Top-right panel shows the IDAEA-CSIC monitoring
stations.

B. MONARCH model and simulation setup

The MONARCH model [4][5] is designed to study the
chemistry processes and their interactions within the atmo-
spheric system. The model couples the governing equations
of meteorology and chemistry using an online approach and
can be run on global or regional domains with telescoping nest
capabilities. The system solves the tropospheric chemistry with
detailed gas-phase and aerosol mechanisms.

The aerosol components considered by the model are:
mineral dust, sea salt, BC, sulfate, nitrate, ammonium, primary
OA, secondary organic aerosol (SOA), and the unspeciated
fraction of emitted PM. A simple non-volatile SOA scheme
accounts for the contribution of anthropogenic, biomass burn-
ing, and biogenic formation [6]. Emissions of chemical species
are provided by the HERMESv3 emission model [7] that
pre-processes anthropogenic, biomass burning, soil and ocean
emissions from state-of-the-art emission inventories. Other nat-
ural emissions like desert dust, sea salt of biogenic emissions
are computed online by MONARCH.

For the present study, MONARCH was configured with a
regional domain covering Europe at 0.2° horizontal resolution
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and 24 vertical layers with the top of the atmosphere at 50 hPa.
Meteorology and chemistry boundary conditions were obtained
from ECMWF IFS and Copernicus CAMS global forecasting
systems, respectively. The CAMS-REG-Anthrov3.1 anthro-
pogenic emission inventory was used. An annual simulation
of 2018 year was conducted and the concentrations of all
aerosol components considered by the model stored with
hourly resolution.

C. Results

The annual mean surface concentration of PM2.5 over
Europe is shown in Figure 1. Higher concentrations are found
over central and eastern Europe with hot-spots in different
regions of the continent (e.g., the Po Valley). The northeast
Spain is characterized by remarkable high levels.

The composition of the PM2.5 simulated over the BCN site
is presented in Figure 2 for January 2018. Good agreement
with the observations is observed with important temporal
variability throughout the year. Episodes of pollution are well
detected, e.g. 30 January, where the fraction of SOA and
nitrate to the total PM2.5 increases significantly. Note how
the organic fraction explains more than 50% of the total mass
during most part of the month. From OA, the anthropogenic
SOA (ASOA) represents the major contribution.

Fig. 2. Chemical composition of PM2.5 for January 2018 in the BCN
site. Colors represent daily mean concentration of each aerosol component
simulated by the model: dust, sea salt, hydrophobic primary organic aerosol
(EPOA), hydrophilic primary organic aerosol (OPOA), anthropogenic sec-
ondary organic aerosol (ASOA), isoprene secondary organic aerosol (ISOA),
terpene secondary organic aerosol (TSOA), biomass burning secondary organic
aerosol (FSOA), black carbon (BC), nitrate, sulfate, ammonium, and a fraction
unspecified. Deep blue dots are the off-line filter observations.

A detailed evaluation of the OA simulated by the model
is done with the ACSM measurements available in BCN site
(Figure 3). An excellent agreement with the observations is
obtained during May 2018, where two characteristic events of
OA detected by the ACSM (red line) are well captured by the
model (blue line) with a correlation coefficient of 0.9.

D. Conclusion and future work

In this work, we present a detailed evaluation of particulate
matter’s chemical composition in three Spanish sites. The
variability of the PM mass and composition is significant
throughout the year and well captured by the model. The com-
bination of different types of measurements allows identifying
which components deserve further refinement in the model.
Overall, the OA scheme in MONARCH performs very well,
considering its simple design. Future work will extend the

analysis to other European sites and target the evaluation to
the optical properties.

Fig. 3. Daily mean organic aerosol concentration in BCN site for May 2018.
Blue: model result, Red: ACSM measurements.
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EEXTENDED ABSTRACT

A. Introduction

Biomedical multilayer networks offer a wide range of 

possibilities for the interpretation of the molecular basis of 

diseases; a particularly challenging task in the case of rare 

diseases, where the number of cases is small in comparison 

with the size of the associated multi-omics datasets. In this 

work, we develop a dimensionality reduction methodology to 

identify the minimal set of genes that characterize disease 

subgroups based on their persistent association in the 

multilayer network at different levels of resolution. 

We apply this approach to the study of a cohort of patients 

affected by medulloblastoma, a childhood brain tumor, using 

proteogenomic data. Our approach is able to recapitulate 

known medulloblastoma subtypes (accuracy > 94%) and 

offers a clear characterization of the associated gene 

functions, with the downstream implications for diagnosis 

and therapeutic interventions.  

We verified the general applicability of our method by 

applying it to an independent dataset, achieving very high 

performances (accuracy > 98%). Overall, this approach opens 

the door to a new generation of multilayer-based methods 

able to overcome the specific dimensionality limitations of 

the rare disease datasets. 

B. Methods

1 – Multilayer Community Detection 

We constructed a multilayer gene network composed of 

five layers: Reactome [1], Recon3D Virtual Metabolic 

Human [2], BioGRID molecular interactions [3], KEGG 

BRITE “Target-based Classification of Compounds” [4] and 

Monarch Disease Ontology (MonDO) [5]. In our definition of 

multilayer network, interlayer edges connect a gene in one 

layer with the same gene, if it exists, in another layer.  

We performed a multilayer community trajectory analysis 

using the R package CmmD, that we implemented, and which 

depends on MolTi software [6]. 

By applying CmmD, it is possible to track different events 

throughout the process of community decomposition (Figure 

1A) and use it as features for gene clustering (Figure 1, B-D) 

or other machine learning tasks, such classification and 

prediction.  

The biomedical goal of the study is to identify the minimal 

number of genes that recapitulate the four established 

medulloblastoma subtypes (WNT, SHH, G3, and G4), 

confirmed in the original study by using bulk multi-omics 

data [7] (DNA methylation, RNA sequencing, proteomics 

and phosphoproteomics), that we use as the input data in our 

multilayer network based optimization procedure. 

Figure 1. Schematic representation of a multilayer community 

trajectory analysis. For a given set of genes, we identify the multilayer 

communities to which they belong in a range of modularity resolution (A). 

We then compute the pairwise Hamming distances of the trajectories of 
communities visited by each gene (B). The corresponding distance matrix 

(C) is represented in the form of a dendrogram (D) used for clustering 

analysis. 

2 – Identification of minimal set of genes that define 

medulloblastoma subgroups 

Identifying a minimal set of genes is crucial for both the 

definition of diagnostic signatures and the research on disease 

mechanisms. To achieve this goal, we performed a series of 

hierarchical clustering analyses (Ward’s linkage method) 

where the similarity between two patients (A and B) was 

measured as the Jaccard index (J) of sets of altered genes 

selected using two parameters, θ and λ: 

θ defines the maximum Hamming distance (Figure 1D) 

allowed to include genes in the analysis, λ defines the 

maximum number of them that must co-occur in the same 

communities along their trajectories. For instance, with θ = 2 

and λ = 4, patient similarity is computed using sets of at most 

four genes that did not belong to the same communities at 

most twice along their multilayer community trajectories. For 

each of these clustering analyses, we identified the optimal 

number of patient clusters using the partitioning around 

medoids (PAM) algorithm [8].  

Based on this approach, we formulated an optimization 

procedure to systematically evaluate values of θ and λ and 

identify the ones that maximize the accuracy of recapitulating 

patient stratification into the original four disease subtypes. 

C. Results

1 - Multilayer community trajectories recapitulate and 

explain medulloblastoma subgroups 

We achieved the highest accuracy (94.94%) with 5 

clusters, by selecting for each patient those genes that are 
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represented in the communities in sets of, at most, 6 (λ = 6), 

and that are always part of the same communities along their 

trajectories (θ = 0). Strikingly, such high accuracy indicates 

that only a small portion of the genes altered in a patient is 

sufficient to accomplish an accurate patient segregation. This 

observation implies that the selected genes are tightly 

associated and never leave the communities they belong to 

along their trajectories. The identified values of θ and λ, 

optimized on 35 patients, correspond to an average 

dimensionality reduction of 87.56 % (SD = 0.44) per patient.  

An important aspect of this result is that we identified 5 

clusters, indicating that subtler stratas may exist (Figure 2), a 

feature we furthermore explored by expanding our 

methodology to a second non-overlapping multi-omics 

medulloblastoma patient cohort [9]. In this second dataset, 

patients were originally grouped into 6 biomedical subgroups 

(WNT, SHHa, SHHb, G3a, G3b and G4). The results of our 

analysis of this cohort exhibit an even higher accuracy 

(98.29%) with optimized parameters λ = 3 and θ = 0, which 

corresponds to an average dimensionality reduction of 

92.83% (SD=0.578).  

Figure 2. Schematic representation of our dimensionality reduction 

optimization analysis. Optimizing the detection of co-existing community 

structures of the multilayer network at different values of resolution 
suggested an extra stratification level within the classical medulloblastoma 

subgrouping (conformed by the 4 groups showed in the figure), pointing to 

the possible existence of a finer patient classification. 

2- Provenance analysis of the identified gene

communities

Once we have been able to define the minimal set of genes 

that best define medulloblastoma subgroups, the high 

dimensionality reduction achieved allows for the detection of 

diagnostic signatures and the research on disease mechanisms 

underlying the associations identified through the multilayer 

network structure, via network enrichment analysis [10]. 

Overall, we found that the minimal set of genes found in all 

patients of WNT, SHH and G4 clusters are uniquely enriched 

in very specific associations in each layer, while G3-G4 and 

G3 clusters tend to display less specific enrichments (i.e. 

either several or none enriched associations). This reduction 

of enrichment specificity from WNT to G3 suggests an 

interesting parallel with the prognosis spectrum of the four 

classical subtypes, from best (WNT) to worst (G3) outcomes. 

D. Discussion

Molecular disease subtyping is a fundamental tool to 

achieve an effective patient stratification for clinical trials, 

preventive and therapeutic interventions. Rare diseases 

represent a challenging situation for any molecular analysis 

since they affect a small number of patients. 

Medulloblastoma is an illustrative example, with two 

subtypes being very well distinguishable (SHH and WNT 

groups) while two others are far less characterized (G3 and 

G4 groups).  

In our vision, a meaningful molecular subtyping of rare 

diseases can be achieved by leveraging the wealth of 

biomedical information that is available in public knowledge 

bases and that can be integrated in the form of a multilayer 

network. In this work in particular, we achieved patient 

stratification by means of structural features (multilayer 

community trajectories) extracted from a general-purpose 

multilayer network; representing a way to both identify the 

minimal set of genes that characterize the subgroups and, 

most importantly, to retrieve and analyze the multiple 

associations among the identified genes, enabling the reach of 

a high level of interpretation of the patient subgroups and the 

spectrum of prognosis that characterize them, from best 

(WNT) to worst (G3) outcomes. This way of accomplishing 

two objectives with one action constitutes the main 

achievement of our approach [11]. 
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EXTENDED ABSTRACT 
And finally, the identification of potential biomarkers that 

could predict the patient’s response to each treatment, and 
thus that would improve patient stratification.    Cholangiocarcinoma (CCA) is a rare type of cancer and 

accounts for 10-20% of primary liver diagnosed cancers, 
being the second most common hepatobiliary malignancy.  B. Materials and Methods

Fresh tumor samples were collected from CCA patients
(>90% metastatic tumor to the liver) and implanted into nude 
mice. At this stage, genetic alterations in 315 genes and 28 
introns are evaluated by FoundationONE. CCA PDXs from 
nude mice are processed within 30min after the surgical 
resection of the tumor, digested and the single-cell suspension 
is subsequently cultured in Matrigel. These samples can keep 
growing for 2 weeks.  

The only prospect of a long-term cure for these 
malignancies is offered by surgical resection of the tumor. 
However, the prognosis of all patients remains poor due to the 
high rate of recurrence of these tumors. In addition, the 
majority of patients are not diagnosed until the disease is non-
resectable, thus only being suitable for palliative 
chemotherapy or supportive care1. 

Recently, some groups have published data on CCA 
describing its complex pathogenesis involving many different 
molecular pathways, with some of them being potential 
therapeutic targets.   

DNA accessibility profiling by ATAC-seq is performed to 
this set of samples.  Quality of data was assessed using 
FastQC. Reads were first aligned to mm10 using BOWTIE2 
and then we re-aligned the unmapped fraction of reads to hg38. 
Only unique aligning reads were collected and for all samples 
duplicates were removed using Picard. Reads mapping to the 
mitochondrial genome or to the ENCODE blacklisted regions 
were also removed from the analysis. ATACseqQC was used 
to further evaluated ATAC-seq-specific quality metrics. Peak 
calling was performed using MACS2 using the paired-end 
option (-f BAMPE). The final list of peaks was obtained by 
intersecting called peaks for mutant samples and wild-type 
samples separately and then merging both lists of peaks. 
Finally counts per peak were obtained using featureCounts.  

Among the potential therapeutic targets, mutations on the 
IDH1/2 gene are present in around 20% of CCA patients2. 
This mutation generates what is called an “oncometabolite” 
(D2HG) that is responsible for many of the biological effects 
associated to IDH1 mutations in cancer. The main effect of 
D2HG is to competitively inhibit a family of alpha-KG-
dependent enzymes, such as TET and JmJC, leading to a 
global increase of DNA and histone methylation.  

Now, there is the need to establish a comprehensive 
understanding on how IDH1 mutations leads to the alteration 
of chromatin states in CCA. To this end, here we analyze the 
epigenome of CCA PDXs in terms of DNA accessibility, 
DNA methylation and transcriptome profiling in IDH1 wild-
type and mutant samples. Our main goal is to shed some light 
on the relation between the genetic and epigenetic architecture 
of this type of cancer by performing an integrative analysis to 
characterize this unique set of CCA patient-derived models. 

Transcriptome profiling by polyA+ RNA sequencing was 
also performed to this set of samples. Quality of data was 
assessed using FastQC. Reads were first aligned to mm10 
using hisat2 and then we re-aligned the unmapped fraction of 
reads to hg38. Counts per gene were obtained using 
featureCounts with the latest GENCODE version as reference 
(GENCODE v34).  

A. Objectives DNA Methylation by a methylation array covering over 
800.000 CpGs was assessed with this set of samples. The 
processing of this data was done by our collaborators. Beta 
values, differentially methylated CpGs and DMRs were 
obtained.      

In this study we propose to take advantage of the unique set
of CCA patient-derived xenografts we have at our disposal to 
characterize them molecular and epigenetically.  In addition, 
we also plan to try different IDH1/2 inhibitors to be able to 
study the underlying biology of their activity and identify new 
potential biomarkers.  

Public transcriptomic, methylation and variation data from 
TCGA CHOL were downloaded from GDC webpage 
(https://gdc.cancer.gov/about-data/publications/pancanatlas). 
Data for 36 cholangiocarcinoma samples was obtained and 
preprocessed to be merged with our PDXs.   

This study can be subdivided in 4 specific aims. First, the 
establishment and characterization of Patient Derived 
Xenografts (PDX) from CCA IDH1 wild-type and mutant 
tumors.  Differential expression analysis between mutant and wild-

type IDH1 PDXs was performed using the R package DESeq2. 
WebGestalt was used to perform Gene Set Enrichment 
analysis (GSEA) and Over-representation analysis (ORA). 
KEGG, REACTOME and Wikipathway Cancer were used as 
query databases.  

Second, the creation of a reference epigenome of CCA 
PDXs IDH1 mutant and wild-type and performing 
transcriptome profiling. This data will be used to perform an 
integrative analysis and get a better understanding of the 
changes at the chromatin landscape occurring at both, tumor 
base level and between IDH1 mutant and wild-type tumors.  MOFA+ R package was used to perform an integrative 

analysis and uncover variation in this complex dataset 
containing multiple sources of heterogeneity. Minimum 
required sample size for this package to run is 12 samples, 
therefore we integrated home-made PDX data with public 

Third, testing the efficacy of various treatments in IDH1 
mutant and wild-type CCA PDXs. 
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TCGA samples. A total of 42 samples were used as input (6 
PDXs and 35 TCGA samples).  

C. Results
Differential expression analysis. From the 58.884 genes

with expression data, we found 888 genes to be differentially 
expressed between mutant and wild-type PDXs (Fig. 1). Gene 
Set Enrichment analysis revealed that pathways related to 
DNA repair were upregulated in IDH1-mutant PDXs, 
discarding our initial hypothesis of a “BRCA-ness” phenotype 
linked to IDH1 mutations. In addition, many signaling 
pathways involved in cholangiocarcinoma development and 
progression, such as ErbB, STAT3 and Pi3K-AKT-mTOR 
pathways, were also found to be upregulated in IDH1-mutant 
PDXs compared to IDH1 wild-type PDXs. Finally, genes 
linked to stem-cell capacity were downregulated in IDH1-
mutant PDXs.  

Fig. 2 Boxplot comparing counts per peak between IDH1 mutant and wild-
type samples. P value from Wilcoxon test is specified.  

Differential methylation analysis. First, differential 
methylation of individual CpG sites was assessed. As 
expected from literature, the majority of changes were gains 
of methylation in mutant IDH1 PDXs.  (2.840 CpG sites 
gained methylation in mutants from the set of 4.300 
differentially methylated CpG found). Additionally, DMR 
calling was performed using windows of 2.5Kb long covering 
a median of 15 CpG sites. We found 233 differentially 
methylated regions, of which 95% were gains of DNA 
methylation in mutant samples, as expected.  

Fig. 3 Variance explained for each omic per learned factor with MOFA+. 

ACKNOWLEDGEMENTS 
We want to acknowledge our collaborators Jose Luis 

Sardina and Antonio Gomez for processing and analyzing 
DNA methylation data. We also want to acknowledge Queralt 
Serra for all wet-lab experiments. Finally, we want to 
acknowledge Tian Tian for his expertise on the wet-lab 
experiments and the fruitful discussions of the preliminary 
results.  

DNA accessibility analysis. We were currently unable to 
perform differential peak calling because of a low number of 
reads per sample. Comparison of counts per peak between 
IDH1 mutant and wild-type PDXs showed that IDH1 mutant 
samples had significantly higher counts than IDH1 wild-type 
samples (Fig. 2). Further work needs to be carried out to know 
if this translates to having broader or higher peaks.  
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Abstract—Sparse matrix operations are critical kernels in multiple
application domains such as High Performance Computing, artifi-
cial intelligence and big data. Vector processing is widely used to
improve performance on mathematical kernels with dense matrices.
Unfortunately, existing vector architectures do not cope well with
sparse matrix computations, achieving much lower performance in
comparison with their dense counterparts.

To overcome this limitation, we present the Vector Indexed Archi-
tecture (VIA), a novel hardware vector architecture that accelerates
applications with irregular memory access patterns such as sparse ma-
trix computations. There are two main bottlenecks when computing
with sparse matrices: irregular memory accesses and index matching.
VIA addresses these two bottlenecks with a smart scratchpad that
is tightly coupled to the Vector Functional Units within the core. As
a result, VIA achieves significant performance speedup over highly
optimized state-of-the-art C++ algebra libraries. On average, VIA out-
performs sparse matrix vector multiplication, sparse matrix addition
and sparse matrix matrix multiplication kernels by 4.22×, 6.14× and
6.00× respectively.

Index Terms—Sparse Algebra, Vector Computing, Scratchpad
Memory

I. INTRODUCTION

Many applications can potentially benefit from vectorized exe-
cution for better performance, higher energy efficiency and greater
resource utilization [4]. Ultimately, the effectiveness of a vector
architecture depends on the quality of the vectorized code [5].
Sparse matrix operations are a clear example of computations
difficult to vectorize [3]. Such computations are a key kernel in
High Performance Computing (HPC), Artificial Intelligence (AI)
and big data workloads. In particular, two such killer-applications
are Sparse Matrix Vector multiplication (SpMV) and Sparse Matrix
Matrix Multiplication (SpMM). There are two intertwined obstacles
against efficient execution of sparse matrix computations on vector
architectures: (1) existing sparse matrix representations are not
easily vectorizable, and (2) current vector hardware implementations
are not optimized for sparse matrix operations.

In this paper, we propose the Vector Indexed Architecture
(VIA), a vector architecture that aims at accelerating sparse matrix
computation. VIA features a smart scratchpad memory specially
designed to cope with sparse-dense (SpMV) and sparse-sparse
(SpMM) matrix computations.

II. VIA: KEY DESIGN IDEAS

Sparse matrix kernels present a set of challenges for current
Vector Architectures: 1) High usage of inefficient memory indexed

instructions and 2) index matching operations. The key idea in VIA
is to attach a scratchpad memory (SPM) next to the vector functional
units. The VIA SPM features two mapping techniques to tackle
both challenges. For sparse-dense kernels, VIA performs a direct-
mapped access to the SPM. The indexed instructions are executed
between the Vector Functional Unit(VFU) and the SPM in VIA,
thus reducing memory traffic and releasing memory bandwidth
to load the low-locality sparse matrix from main memory more
efficiently. For sparse-sparse kernels, the SPM in VIA works
as a CAM memory. CAM memories are specialized hardware
structures that are particularly suitable for search and index matching
algorithms. The CAM-based mapping technique, allows VIA to
execute index matching operations between two input vectors in a
single instruction.

III. VIA: DESIGN IMPLEMENTATION

VIA is composed of two main building blocks: a Smart Scratch-
Pad Memory (SSPM) and the Fused Indexed Vector Unit (FIVU)
(see Figure 1). FIVU is the control interface between the Vector
Functional Units (VFU) and the SSPM.

A. The Smart Scratchpad Memory

The SSPM is a dedicated high bandwidth structure used to feed
the VFU and it can be used in direct-mapped mode, or in CAM-
based mode. The SSPM consists of three main building blocks:
1 the SRAM cells to store the actual data; 2 the valid bitmap

to specify when an entry in the SRAM has been written before;
and 3 the Index tracking logic that provides the CAM-based
functionality to SSPM.

SRAM cells (SRAM): stores the values to compute, e.g. for
SpMV operations, SSPM stores the vector and for both SpMM and
SpMA operations, SSPM stores the sparse row data and indices of
only one of the input matrices. In our implementation, SRAM is
built using four byte length blocks and each block stores a single
value independently on the data length.

Valid bitmap: This structure is used in the direct-mapped mode
as a written value indicator for the entries in the SRAM. It consists
of a vector of bits, where each bit corresponds to an entry in the
SRAM structure and determines whether an entry has been written.

Index tracking logic: This block implements SSPM-CAM
functionality over the indexes. The index tracking logic consists of
three key components: 1 The index table, a CAM structure that
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Fig. 2. Speedup for VIA SpMV kernel. Results are normalized to the CSR
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stores the indices used to write data in the SRAM; 2 The insertion
logic, which inserts new indices and elements in order in the first
available position in the index table and the SRAM respectively;
and 3 The element count register, which holds the number of
stored indices in the index table.

B. The Fused Indexed Vector Unit

VIA introduces the Fused Indexed Vector Unit (FIVU) to
operate over data stored in the SSPM. The FIVU works as the
interface between the SSPM memory and the processor pipeline
and minimally extends a generic Vector Functional Unit (VFU)
with new pipeline stages to control operations to the SSPM.

IV. EXPERIMENTAL SETUP

We model and evaluate VIA using Gem5 [1] to simulate an x86
full-system running an Ubuntu 16.04 OS with a 4.9.4 Linux Kernel.
We simulate a single core processor using the out-of-order CPU and
memory models, extended with the micro-architectural support and
performance counters for VIA. We evaluate VIA efficiency using
three representative sparse matrix kernels: Sparse Matrix Vector
multiplication (SpMV), Sparse Matrix Addition (SpMA) and Sparse
Matrix Matrix multiplication (SpMM). As input dataset, we use
1,024 sparse matrices from 56 different application domains of the
University of Florida Sparse Matrix Collection [2].

V. EVALUATION

Figure 2 depicts performance results for VIA-SpMV kernel using
different compressed representations on all the input dataset. The
most noteworthy results are presented by the CSB (Compress Sparse
Block) version. All the evaluated matrices were sorted by the CSB
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Fig. 3. Speedup for VIA SpMA and VIA SpMM. Both Kernels are normalized to
their base CSR implementation.

block density and evenly split among 4 categories. The x-Axis at
Figure 2 shows the median non-zero values per block among each
category. VIA SpMV achieves on average speedup of 4.22× with
CSB; and average speedups of 1.25×, 1.24× and 1.31× over the
CSR, SPC5 and Sell-C-σ implementations repectively. The CSB
format increases the locality of the input and output vectors, thus a
chunk of the input vector needs to be placed in SSPM only once to
compute with a single block. For the other formats, the indices to
map the input or output vectors of two consecutive matrix values
can be really sparse, thus the efficiency of VIA is limited to work as
an accumulator for the output vector. Nevertheless, even with this
limitation, VIA improves performance over the other formats by
1.26× on average. For the best usage case (executing with CSB VIA-
SpMV), VIA: (1) reduces the total energy consumption (leakage +
dynamic) by a factor of 3.8×. (2) increases the memory bandwidth
by 2.5×.

Figure 3 shows the performance of the SpMA (VIA-CSR-SPMA
column) and SpMM kernels. In a similar manner to SpMV, results
were sorted and evenly split into 4 categories. As we use CSR
format in both kernels construction, we used the non-zero elements
per row as the criteria to sort the entire input dataset.

On average, VIA achieves 6.14× and 6.0× speedup on the input
dataset for SpMA and SpMM respectively. In terms of energy, VIA
reduces on average 5.6× and 5.1× of the total energy and increases
the memory bandwidth by a factor of 2.1× and 3.2× for SpMA
and SpMM respectively. The components of VIA allow to vectorize
the index matching computation with a single vector instruction
without any extra software comparisons. This capability helps to
reduce the memory traffic, reduce the store-load forwarding and to
increase the efficiency of the VFU over this kernel.
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EXTENDED ABSTRACT
The climate forecast analysis tools provide functions

implementing the steps required for the analysis of
sub-seasonal, seasonal and decadal forecast and operational
climate services, allowing researchers to manipulate climate
data and apply state-of-the-art methods taking advantage of
the high-performance computational resources. Researchers
can share their methods while reducing development and
maintenance cost. An ecosystem of R packages covering these
needs is under continuous development.

A. Introduction
Initialized Earth system predictions are made by starting a

numerical prediction model in a state consistent with the
observations corresponding to a specific day but adding
perturbations on the initial conditions to generate an ensemble
of simulations. The simulations run forward in time for
sub-seasonal (around 30 days ahead), seasonal (from the 3
months to a year) and decadal (around ten years ahead). For
each forecast horizon, the Earth system models are adapted to
improve the representation of the environmental conditions
that have a bigger impact on their predictability. Apart from
the accuracy of initial atmospheric condition, the sources of
predictability in sub-seasonal forecast comes from the
stratospheric and surface representation whereas seasonal
forecast is strongly affected by the sea surface temperature
conditions (White et al., 2017). The source of predictability in
decadal predictions is also affected by low-frequency modes
on the extra-tropics sea surface temperature. However, the
sub-seasonal to decadal communities share common scientific
and technical challenges: initialization shock and drift;
understanding the onset of model systematic errors; bias
correction, calibration, and forecast quality assessment; model
resolution; sources and expectations for predictability; and
linking research, operational forecasting, and end-user needs
(Merryfield et al., 2020).

At the Earth Sciences department of the Barcelona
Supercomputing Center, the expertise in climate forecast
research has traditionally been compiled in the s2dverification
R package (Manubens et al., 2018) since its first release in
2009. The package provides tools implementing the steps
required for the analysis of climate forecast, allowing
researchers to share their methods while reducing
development and maintenance cost. New packages have been
developed to benefit from the available computational
resources allowing researchers to conduct analysis that implies
big data size and reducing the computation time.

Currently, 8 R packages (Table 1) are being maintained by
the department and developed with contributions from
external collaborators in the framework of European projects.
In the next section, a description of the packages will be
provided, whereas section 3 explains the flexibility and

processing options. Finally, conclusions and future
developments are summarized.

TABLE I
LIST AND DESCIRPTION OF PACKAGES IN THE CLIMATE FORECAST ANALYSIS TOOLS

Package
name

Short description and link to CRAN

easyNCDF Read/write netCDF files into/from
multidimensional R array.
https://CRAN.R-project.org/package=easyNCDF

multiApply Apply functions to multiple multidimensional
arrays or vectors allowing parallel computation
https://CRAN.R-project.org/package=multiApply

s2dverification Functions for Forecast Verification and
visualization
https://CRAN.R-project.org/package=s2dverification

s2dv Adaptation of s2dverification to multiApply
https://CRAN.R-project.org/package=s2dv

CSTools Methods for forecast calibration, statistical and
stochastic downscaling, optimal forecast
combination and tools to obtain tailored products.
https://CRAN.R-project.org/package=CSTools

CSIndicators Sectorial Indicators for Climate Service
(under-development in internal gitlab project)

ClimProjDiag
s

Climate extreme indices, evaluation of the
agreement between models, weight and
combination functions.
https://CRAN.R-project.org/package=ClimProjDiags

startR Data retrieval and processing tools
https://CRAN.R-project.org/package=startR

B. Methods in the Climate Forecast Analysis Tools
The methods included in the climate forecast analysis tools

aim to obtain a research result or climate service product from
the climate forecast and reference datasets (e.g. reanalysis) by
transforming the data and applying state-of-the-art methods:

● Different approaches to understand the links between
climate variability and their impacts are explored by the
researchers. That is the case, for instance, of the
Madden-Julian Oscillation (MJO), a prominent feature of the
tropical atmospheric circulation at sub-seasonal time scales, is
known to modulate atmospheric variability in the
Euro-Atlantic region (Lledó et al., 2020). Several atmospheric
circulation patterns are already defined in the scientific
literature and they are calculated by applying different
methodologies (e.g.: Empirical Orthogonal Functions or
area-weighted means).

● Skill metrics to assess the quality of their forecasts by
comparing them against reference observation datasets can be
deterministic, probabilistic and multivariate.

● Forecast post-processing refers to scientific methods
to increase the quality of the forecasts, such as calibration
methods to remove the systematic model error, or to increase
the usability of the forecasts, such as downscaling techniques
that allow achieving a finer resolution than the coarse original
model resolution.
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● Apart from essential climate variables, tailored
indicators can help narrow the usability gap between pure
science and stakeholders of key socio-economic sectors, such
as renewable energy, air quality, agriculture or insurance, as
well as to the general public.

● Visualization tools are a fundamental step to explore
and communicate results in scientific writing and to end-users.

After reading the data from file to RAM, there is not a
unique possible combination of methods, the users can skip
some processes or apply multiple methods to the same data.

C. Tools Flexibility
Originally, s2dverification package relied on a fixed

structure of the data: an array (i.e. multi-dimensional object)
in which each of the dimension corresponds to dataset
identifier, member of the ensemble, start date for the
initialization forecast date, lead time for the forecast time step,
latitude and longitude positions defined in the data retrieval
step. This structure is suitable for most of the transformations
and methods, but several other needs may require extra
dimensionalities, such as atmospheric level or weather type
identification.

In this context, multiApply package was released as a
variant of apply functions extending this paradigm. Its only
function, Apply, efficiently applies functions taking one or a
list of multiple unidimensional or multidimensional arrays (or
combinations thereof) as input. This saves development time
by preventing the R user from writing often error-prone and
memory-inefficient loops dealing with multiple complex
arrays. Also, a remarkable feature of Apply is the transparent
use of multi-core through its parameter 'ncores'. Therefore, the
latest packages (i.e. s2dv, CSTools and CSIndicators) are
developed taking advantage of multiApply, and guidelines on
how to develop functionalities have been written to be
followed autonomous by researchers.

For the data retrieval and datasets processing steps, startR
package has been developed to provide a flexible way to
retrieve data from files, as well as, performing analysis when
the size of involved data overcomes the available RAM
memory by implementing the MapReduce paradigm,
chunking the data and processing them either locally or
remotely on high-performance computing systems, leveraging
multi-node and multi-core parallelism where possible
(Pérez-Zanón et al., 2021).

The result is that functions in the climate forecast analysis
tools framework use multi-dimensional arrays with named
dimensions, the users can set up parameters specifying the
dimension(s) in which the functions should be applied, as well
as, the number of cores to use in the computation. The
learning curve is expected to show a big positive trend once
the user gets an understanding of the multi-dimensional array
with named dimensions as the main object in which data is
stored.

D. Conclusion and Future Enhancement
The success of the climate forecast analysis tools is proved

by the number of peer-reviewed articles published by the
department researchers, operational climate services deployed
and projects successfully undertook. The tools are under
continuous development exploring new methods and allowing
extra transformations in a user-friendly way. Users support,
internal training and discussions, as well as, dissemination are

a priority at this stage.
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I. EXTENDED ABSTRACT

The state-of-the-art techniques to tune the numerical pa-
rameters of reservoir simulators are based on running numer-
ous simulations, specific for that purpose, to find good can-
didates. As the simulations for real petroleum fields require a
considerable amount of time, optimizing parameters using this
approach is costly in terms of time and computing resources.
The main objective of this work, therefore, is to present a
new methodology to optimize the numerical parameters of the
reservoir simulations. It is common in the oil and gas (O&G)
industry to use ensembles of models in different workflows to
reduce the uncertainty associated with the forecasting of O&G
production. We can leverage the runs needed to create such
ensembles, to extract the information we can use to optimize
the numerical parameters in future runs.

To achieve this, we mine past execution logs from many
simulations with different numerical configurations and build
a performance model that is based on features extracted from
the data. This performance model takes general information
about petroleum fields and the simulation parameters as inputs,
allowing it to generalize to different unseen reservoir models.
Experiments show that the presented system can correctly
produce good configurations in a much-reduced time, within
a history matching workflow that generates hundreds of sim-
ulations.

A. Reservoir Simulations and History Matching

Essentially, reservoir simulation allows engineers to repli-
cate the history of the production of oil, gas, and water from
the reservoir over a time frame to forecast the future; this
provides answers to a series of questions that are critical to
different business strategies, for exploiting the oilfield.

Engineers are constantly looking for efficient tools to tune
the simulation process to make it faster and achieve better
decisions. The reservoir simulators available on the market
allow users to tune numerical parameters, which can affect
the performance and quality of the simulation significantly.
However, these numerical parameters vary among simulators,
making the selection of them difficult. Moreover, the parameter
space is big and co-relations can exist between parameters,
making this a non-trivial manual task.

The utility of the reservoir model, however, results from its
ability to predict the behavior of the reservoir field in terms
of the production of water, oil, gas, pressure, etc. To calibrate

the model, engineers use a method called History Matching
(HM). The explicit purpose of HM is to assign values to the
parameters of the model to be optimized, such that it replicates
the behavior observed during a past production period, leading
to better forecasting. One tool used for automatic HM is the
family of Kalman filters.

A Kalman filter (KF) is a mathematical method – robust to
noise in the data – that uses all of the observed measurements,
to produce estimates of unknown variables in linear systems.
The ensemble Kalman filter (EnKF) is a Monte Carlo extension
of the Kalman filter, capable of working on non-linear systems,
which is applicable to the problem of HM in reservoir sim-
ulation. Various other extensions have been proposed for the
petroleum industry. Nowadays, the standard HM method used
by energy companies is the ensemble smoother with multiple
data assimilation (ES-MDA) [1].

B. Proposal

The objective is to develop a performance model that can
achieve a faster overall ES-MDA runtime by dynamically
tuning the simulations being executed. To improve the opti-
mization process, we extract a feature vector from the output
logfile of the simulation execution. This feature vector gathers
important data about the underlying execution that is used
to refit a performance model trained with more than 20,000
different reservoir simulations, leading to a better oracle.

C. Experimental Environment

TunaOil was evaluated with three black-oil reservoir mod-
els – listed in Table I – that have multiple geological real-
izations. A realization is an uncertain representation of the
rock-fluid properties, such as porosity, horizontal and vertical
permeability, net-to-gross, and initial water saturation. Table I
shows the number of realizations available, the mean elapsed
time of the realizations in seconds (simulated with the default
parameters or the engineer manually-tuned parameters) and the
number of simulations with different configurations performed
in the ES-MDA workflow for each reservoir model. The
times reported are for the reservoir simulator using a 48-core
(without Hyper-Threading) node.

The number of simulations represents the total number of
executions required by the ES-MDA algorithm to perform the
HM process, as it simulates each realization five times. There-
fore, the total time to run the OLYMPUS case, considering
the default numerical parameters of the reservoir simulation,
was slightly more than 8 hours (119 seconds multiplied by
250 executions). Using the manual configuration selected by
the reservoir engineer, the total time was over 28 hours. All
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these timings are cumulative, as in a computational cluster
with multiple nodes, we can run some cases at the same time
on different nodes, reducing the wall time (the perceived total
time for the end-user). As the ES-MDA needs the results of
all the realizations to apply the Kalman Gain calculation and
prepare the next batch of realizations to be simulated, the
maximum number of nodes to be used in parallel is defined by
the number of realizations. Considering the same example of
the OLYMPUS case, by using 50 nodes, we reduce the wall
time to the end-user to roughly 10 minutes. The same applies
to all the workloads listed in the table.

OLYMPUS [2] is a synthetic reservoir model developed by
TNO in 2017 for a benchmark study on field development opti-
mization. The model has a grid of 341K cells. The UNISIM-I
[3] is a synthetic model based on a real data sample from
the Namorado Field in the Campos Basin, Brazil, while the
UNISIM-II [4] is a synthetic model based on a carbonate
offshore reservoir that represents the Brazilian pre-salt. The
UNISIM-II has 190K cells, while the original UNISIM-I has
93K cells. However, the UNISIM-I directly used in our work
was the fine geological model, which has more than 11M cells.

D. Results

Our experiments show that TunaOil can improve the execu-
tion time of the base case by up to 40%, increasing the material
balance error, on average, by less than 1% and the gas, oil, and
water production error by less than 2%. Figure 1 shows the best
result achieved by our methodology among the OLYMPUS
workload – detailed in Section I-C – when compared to the
engineer configuration. This figure shows the overall system
performance impact on the ES-MDA workflow. The speed-up
of the simulations was evaluated together with the impact on
the quality of the outputs produced by the simulations.

E. Prior Unsuccessful Work

The original proposal was to develop a general oracle
that can present good numerical parameters for any unseen
reservoir model. The first attempts to reach that goal were
unsuccessful, leading to performance models that, in many
cases, were even worse than the default parameters used by
the reservoir simulator. When the suggestions led to good
execution times, the results of the simulations were outside
the acceptable engineer-error margin. It appears that “similar”
models can perform differently due to factors that are difficult
to characterize, that is, the degree of heterogeneity and non-
linearities resulting from the characteristics of the problem,
such as flow rates, mass transfer between phases, etc. The
solution to overcome these issues was to include the oracle
inside a workflow that simulates the “same” reservoir model
multiple times, such as in an HM process. That way, we can
use the first iterations to refit the performance model, providing
the extra missing knowledge to characterize it.

F. Conclusion

This work introduces the use of a performance model
to dynamically tune the numeric parameters of petroleum
reservoir models, reducing the overall application runtime
without the need for additional simulations or a separate
optimization study. Our experiments demonstrated that the
oracle built was able to predict the proper effect of the
changes in the solver options, in terms of simulation time

Reservoir
Model

Number of
Realizations

Mean
Default
Time

Mean
Engineer

Time

Number of
Simulations

OLYMPUS 50 119 411 250
UNISIM-II 500 669 645 2500
UNISIM-I Fine 48 72.071 56.360 240

TABLE I. WORKLOADS USED IN THE EVALUATION (TIMES IN SEC).
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Fig. 1. Histogram of the OYMPUS simulations executed in an ES-MDA with
and without TunaOil. The dashed lines represent the medium of the values.

and quality. The experiments have shown that our oracle
makes accurate predictions in a broadly used workflow in
the petroleum engineering area with black-oil models. The
idea can be easily extended for other types of workflows,
such as optimization processes or other types of models, such
as compositional models. Ultimately, it would be feasible to
couple the oracle developed in the central scheduler system
of an energy company, such as Petrobras, to perform live
optimization of any reservoir simulation being submitted to
their HPC infrastructure, reducing time and associated costs.
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I. EXTENDED ABSTRACT

The trubulent flow of fluids is still an enigma for mathe-
maticians and engineers alike. The partial differential equation
that reperesents the flow of fluids does not have an analytical
solution for turbulent regimes. The closest approximation
for a solution can be arrived at by using Direct Numerical
Solution(DNS). But the application of DNS is quite restricted
because of the broad range of scales of turbulent flow. In
order to resolve the complete scales that represent the flow, the
computational resourses required is beyond the current capac-
ity for industrial flows. The second best option is to employ
Large Eddy Simulation(LES). In LES, only large scales of
motion, that are dependent on the boundary conditions are
resolved. The smaller scales of motion which are universal
are modelled. This reduces the computational demand for free
flows where there are no boundaries. However, LES is very
expensive when it comes to wall-bounded flows. In wall-
bounded flows. Approximately 50% of the resources are used
for resolving the layers close to the wall[1]. If we are able
to use an appropriate model that represents the effects of the
inner turbulent wall layers, that will save lots of computational
resourses. Such models are know as Wall Models in LES. Wall
models can be loosely classified into algebraic Equilibrim wall
models and Non-Equilibrium wall models. Different types of
wall models are described in [2], [1], [3], [4]. In this study
Machine Learning(ML) is used to develop a wall model and
compared with an algebraic equilibrium wall model(EQBWM)

II. BACKGROUND

Machine learning is a subset of Artificial Intelligence. The
key idea in ML is to train the machine with a data, such that its
ability to perform a preferred task improves with experience.
The performance is measured using a performance metric.
When the metric improves, the machine is said to have learnt
the task. There are many different machine learning algorithms.
Neural networks, Support Vector Machines, Clustering and
Gradient Boosting Some of the well-known methods. In the
current study we have chosen XGBoost[5] package. XGBoost
is an ‘eXtreme’ Gradient Boosting[6] engine. It can be used for
classification(categorical data) as well regression(continuous
data) problems. It basically uses decision tree structures as
additive functions to make the predictions. XGBoost has shown
very good performance for a variety of problems. Since our
intention is to generate a model that can be applied to a
wide variety of turbulent flows, XGBoost seems a very good
candidate. In addition to that XGBoost has many other features

that boost the performance which makes it a great choice for
training large datasets.

III. METHODOLOGY

The data we have chosen to train the model is a turbulent
channel flow with Reτ = 1000, where Reτ = uτ

ν δ. uτ is a
charecteristic velocity of wall bounded turbulent flows called
frictional velocity and δ is the half-channel height. The number
of observations is 1283. Only70% of the data is used training
and the rest is used for validation. In addition to that, channel
flow data Reτ = 180 is used for continuous testing of the
model. This is done in order to avoid overfitting. The iteration
where the test data stops to improve is chosen as the best
iteration. The XGBoost uses many parameters to tune the
model. The depth of the tree, i.e, how many branches a single
tree can have was limited to three in our model. Although the
algorithm lets to use regularization parameters L1 and L2, we
have not used it. The number of trees were limited to 500.
However, the tree fitting process is allowed to stop once the
training does not make any improvement in 10 iterations. The
performance of the model is measured using the metric Mean
Squared Error(MSE) given by, 1

N

∑N
i=1(y− ŷ)where N is the

number of observations, y is the dependent variable and ŷ the
corresponding prediction from the model. And the objective
function which is minimised is − 1

2

∑N
i=1(y− ŷ)2. After many

tests and trails, three features were selected for training. These
are a Local Reynolds number, which is the Reynolds number
based on local velocity and the correspoding height from the
wall, distance from the wall scaled with the height of the first
grid point and the velcoity scaled by the velocity at the first
grid point.

IV. RESULTS

The model was tested on two different turbulence flows,
viz., channel flow Reτ = 2000 and NASA Hump[7].

A. Channel Flow Reτ = 2000

The model on a priori tests had shown very good results.
This was the first a posteriori test in order to check if the model
has learned what was general in a turbulent channel flow. That
is, to make sure the model does not show any ‘bias’ to the
training data set. The Reτ for this case is twice the one which
was trained. If the model is over-fitted to the training data,
we will not get good results. The computational domain is
6piδ, 2δ, 4πδ in length, height and width respectively and the
mesh used for the simulation is 128× 96 × 96. Fig. 1 shows
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Fig. 2. Ref is the result from experiments. ML indicates the result from
machine learning based model. EQBWM is the result from EQBWM.

Fig. 1. y+ vs u+ for channel flow. DNS is the result from Direct Numerical
Simulation. ML is the result from machine learning based model. EQBWM
is the result from EQBWM.

the results for the channel flow, compared with a standard
EQBWM. The model performs as good as the EQBWM. This
not only proves that the model is not over-fitted, but also, it
performs as good as a physics-based model. This model, in the
process of the training has learned some physics of the flow.
In the next test, we intend to check the extend of the physics
the model has learned.

B. Flow over a hump

This flow is very intersting because it has Non-Equilibrium
effects(NEQBM) caused by the adverse pressure gradient
acting around the aft end of the hump. Becuase of this
adverse pressure gradient, there are seperation, re-attachment
and recovery of the boundary layer. A model which is built on
Equilibrium flows will not be able to understand the physics
of such flows. This test is done in order to understand what
the ML model has learnt so far and what more we have to
teach the model. A mesh of approximately 8 million elements
with 901×111×81 divisions in stream-wise, wall-normal and
span-wise directions respectively was used for the simulation.
Fig. 2 shows the skin friction coefficient Cf . The model fairs
as good as the EQBWM, but fails where the EQBWM fails.
Just like the EQBWM, the model fails to capture the NEQBM
featured of the flow. This means that the trained model is as
good as an EQBWM and shows good variance.

V. CONCLUSIONS

In this work, a novel machine learning based wall model
is presented. The model is a posteriori tested in simple and
complex flows and the performance is compared with an
EQBWM. The model has no bias and high variance and it is
as good as an algebraic wall model. The model fails to capture
NEQBM effects as the training data lacked this feature. Further
improvements may be possible if the model is given data with
NEQBM effects. This is reserved for future works.
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EXTENDED ABSTRACT 

As the aging population grows progressively around the 

globe, the need to research and develop strategies to healthy 
aging is ever more critical and takes on new urgency1. 

Primary hallmarks of aging include cell autonomous changes 

linked to epigenetic alterations, genomic instability, telomere 

attrition and loss of proteostasis (protein homeostasis), which 

are followed by antagonistic responses such as deregulated 

nutrient sensing, altered mitochondrial function and cellular 

senescence. In addition, many functions of the immune system 

show a progressive decline with age, referred as 

immunosenescence, leading to a higher risk of infection, 

cancer, and autoimmune diseases2. Although chronological 

age is the most powerful risk factor for most chronic diseases, 

the underlying molecular mechanisms that lead to generalized 

disease susceptibility are largely unknown3. 

Fig. 1  Cartoon illustration showing an overview of the study workflow. 

A. Age-related Gene Expression and Splicing Patterns Vary

Among Human Tissues
In recent years, rapidly developing high-throughput omics 

have provided a broader insight, with the identification of a 

number of longevity-relevant loci based on genome-wide 

association studies (GWAS) and epigenome analyses. Despite 

this success, APOE, FOXO3 and 5q33.3 are the only 

identified loci consistently associated with longevity3. Hence, 

the complexity of the aging phenomenon, influenced by 

genetic and epigenetic regulation, post-translational regulation, 

metabolic regulation, host–microbiome interactions, lifestyle, 

and many other elements, primarily explains the poor 

understanding of many of the molecular and cellular processes 

that underlie the progressive loss of healthy physiology4. 

To understand how individual variation in gene expression

and splicing can explain phenotypic differences (such as age, 

sex, ancestry or BMI) between individuals, we  conducted a 

human transcriptome-wide analysis taking advantage of the 

publicly available 17,382 high-quality RNA-sequencing 

(RNA-seq) human samples from 838 postmortem donors 

across 49 tissue types of version 8 of the Genotype-Tissue 

Expression (GTEx) dataset6, being the largest catalog to date 

of genetic regulatory variants affecting gene expression and 

splicing in cis and trans across tissues. Using gene-centric 

analysis, such as differential gene expression and splicing 

analysis (DEA and DSA, respectively) together with 

hierarchical partitioning, we discovered that age-related gene 

expression and splicing patterns notably vary in a tissue-wise 

fashion manner. Specifically, the largest gene expression 

changes with age were observed in arteries, while the major 

changes in splicing appeared in some brain regions.  

Whether these hallmarks of aging occur across different 

tissues, and what are the aging changes driven by expression, 

splicing or cell type composition remains poorly understood. 

Since studies in model organisms have shown that aging is 

characterized by distinct alterations at the molecular, cellular 

and tissue level5, a transcriptome analysis might lend greater 

insight than a static genetic investigation. However, since bulk 

samples of heterogeneous mixtures (i.e., tissues) only 

represent averaged expression levels, many relevant analyses 

are typically confounded by differences in cell type 

proportions3. Therefore, one of the major goals of this study is 

to disentangle the age-related gene expression changes to the 

cellular composition variation across tissues and individuals, 

as shown in Fig.1. Ultimately, this information can promote 

the development of personalized medicine, as well as 

understanding the biological mechanism of the aging process. 

B. Cell Type Abundance Across Tissues is Largely Associated

with Age

To assess how cell type composition could be confounding

the observed gene expression variation with age across tissues, 

we performed a cell type enrichment analysis from GTEx 

gene expression data using xCell7 to study the association 

between xCell enrichment scores and the different individual 

traits across tissues. Interestingly, we noticed a larger 

association between cell type abundance and age in different 

tissues compared to the other individual traits, which point 

toward relevant cellular composition changes during aging. 
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C. Single-Cell Transcriptomic Analysis Across Individuals

To further elucidate cell-specific changes occurring across

multiple cell types and organs, as well as age-related changes 

in the cellular composition of different organs, we will benefit 

from emerging single-cell RNA-sequencing (scRNA-seq) 

technologies. To this end, we will analyze the large number of 

single cell transcriptomic profiles from PBMCs (Peripherial 

Blood Mononuclear Cells) of many individuals provided by 

the single-cell eQTLGen (sc-eQTLGen) Consortium8. The 

accessibility and clinical relevance of PBMCs have made 

them the most studied cell types in current population‐based 

scRNA‐seq datasets. In the context of our analysis, it will help 

to shed light on the interplay between the age-related changes 

that affect different components of the immune system. 
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EXTENDED ABSTRACT 

Background 

Structural variants (SV) such as translocations, inversions, 
deletions, and other genomic rearrangements can contribute 
significantly to genetic and phenotypic variability across 
many species. The role of SV has been traditionally 
overlooked due to the technical limitations of SV detection 
and interpretation from short-read sequencing datasets. Most 
available algorithms yield low recall when tested on humans, 
but few studies have investigated the performance in non-
human genomes [1]. Similarly, there are no specific 
indications about what parameters should be used for SV 
calling for most species. It is unclear whether the accuracy of 
each algorithm and running parameters validated on model 
species work equivalently for other species.  

Results 

In order to fill this gap we have developed perSVade 
(personalized Structural Variation Detection), a pipeline that 
identifies and annotates SVs in a way that is optimized for any 
input sample. Starting from a set of paired-end whole-genome 
sequencing reads, perSVade uses simulations on the reference 
genome to choose the best SV calling parameters. The output 
includes the optimally-called SVs, a report of the accuracy 
and a friendly graphical interface that shows the SVs on a 
genome browser. In addition, perSVade allows the calling 
small variants and copy-number variation. In summary, this 
pipeline is useful to identify several types of genomic 
variation in short reads using a single bash command.  

We validated that perSVade increases the SV calling 
accuracy on both simulated and real variants for five diverse 
eukaryotic organisms. Importantly, we find that there is no 
universal set of “optimal” parameters, which makes our 
method essential to yield accurate variant calls. 

Conclusions 

We consider that this tool will help to understand how SVs 
generate phenotypes across non-human organisms. 
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EXTENDED ABSTRACT 
Epidemiological evidence shows that some diseases tend to 

co-occur more than expected by chance and that patient-
specific trends are observed. However, the molecular 
processes underlying these phenomena remain unclear. 

Here we exploit the accumulating RNA-seq data on human 
diseases to calculate disease similarities at the transcriptomic 
level. We build a disease similarity network that significantly 
captures almost half of the medically known comorbidities, 
substantially outperforming previously published methods and 
providing biological explanations for such co-occurrences. 
Additionally, we group patients from a given disease with a 
similar expression profile into meta-patients and calculate 
their molecular similarities with the analyzed diseases, 
highlighting the need to study disease comorbidities within a 
personalized medicine scope. Finally, we provide a web 
application in which the networks and their underlying 
molecular mechanisms can be easily inspected. 

A. Introduction
Comorbidity, defined as the co-occurrence of two or more

diseases in the same patient, is a complex medical problem 
that has become a key research area due to the associated 
increased Disability-Adjusted Life-Years (DALYs), complex 
clinical management and health care cost [1].  

Accumulating evidence from epidemiological studies 
indicates that some diseases co-occur more than expected by 
chance and that patients suffering from the same disease 
present different risks of developing secondary conditions [2]. 

To tackle this problem, a better understanding of the 
molecular processes driving comorbidity relationships is 
essential. In line with this, several studies have analyzed 
disease similarities using molecular information (disease-
associated genes in protein-protein interaction networks 
(PPINs) [3], microbiome, miRNA or microarrays [4]). 
Although these efforts were able to meaningfully capture 
interesting examples, they were unable to recapitulate what is 
known at the medical level in a considerable manner. 

Here, we have reformulated the problem and we show, for 
the first time, that actually gene expression data – RNA-seq 
data – is able to reproduce medical interactions in a substantial 
and improved way. Additionally, we introduce the concept of 
meta-patients (molecularly similar patients from a given 
disease), that allows for the exploration of subgroup-specific 
patterns.  

A. Methods
First, we collected RNA-seq studies comprising 72 human

diseases from the Gene Expression Omnibus. Then, we 
developed an RNA-seq pipeline destined to the parallel 
processing of a collection of RNA-seq studies for a given set 
of diseases. Afterwards, we performed Gene Set Enrichment 
Analyses to obtain the significantly altered gene sets and 
pathways for each disease.  

Next, we defined a Disease Similarity Network (DSN) in 
which we connected diseases based on the similarities of their 
differential gene expression profiles. Specifically, for each 
disease pair, we computed the Spearman’s correlation 
between the logFC values of the genes in the union of their 
significantly differentially expressed genes (sDEGs). We kept 
the interactions that were significant after correcting for 
multiple testing (FDR <= 0.05).  

Since epidemiological networks only describe positive 
comorbidity relationships, we evaluated the overlap of the 
positive interactions in our DSN with the ones described by 
Hidalgo et al.[2] (based on medical records). To do so, we 
transformed our disease names into the International Code of 
Diseases, version 9 (ICD9 codes), computed the overlap of the 
networks and assessed its significance by shuffling the 
interactions while preserving the degree distribution. Next, we 
followed the same methodology to compare our overlap with 
the ones obtained with other disease-disease networks based 
on molecular information (microbiome, miRNAs and disease-
associated genes in PPINs [3]).  

Going into a deeper detail, we stratified diseases into 
subgroups of patients with similar expression profiles (meta-
patients) by applying clustering algorithms to the normalized 
and batch effect corrected gene expression matrix. Both PAM 
(k-medoids) and Ward2 algorithms were applied 
independently. Next, we performed differential expression 
analyses and functional enrichment to the obtained meta-
patients, and built a Stratified Similarity Network (SSN) by 
connecting meta-patients and diseases in the previously 
described manner. 

B. Results and discussion
First, we collected published studies analyzing human

diseases with RNA-seq data. After quality filtering, 58% of 
the samples were kept, corresponding to 2.705 samples from 
62 studies and comprising 45 diseases. We performed 
differential expression analyses to obtain sDEGs for each 
disease and functional enrichment analyses to better 
understand the transcriptomic alterations associated with them. 
We showed that the diseases’ altered molecular processes 
match their known pathophysiology. We also discussed cases 
in which such processes can be involved in the existence of 
medically known comorbidities. 

Next, we built a disease-disease similarity network (DSN) 
connecting diseases based on the similarity or dissimilarity of 
their gene expression profiles. The resulting network contains 
one single connected component and a higher percentage of 
positive than negative interactions (63.37% versus 36.63%). 
The DSN captures many known disease comorbidities, like 
the relationship between Chron’s disease, ulcerative colitis 
and colorectal cancer; comorbidities between neoplasms, like 
lung and liver cancer; and multiple described relationships 
among mental and nervous system disorders, such as the one 
of schizophrenia with bipolar disorder, autism or Parkinson’s 
and Huntington’s diseases (HD). Interestingly, we also 
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observe some negative correlations that reflect known inverse 
comorbidity patterns, defined as a lower than expected risk of 
disease co-occurrence. For instance, the decreased risk of 
developing different types of cancer (liver, lung, breast and 
chronic lymphocytic leukemia) in HD patients is corroborated 
by a negative correlation in our DSN. Moreover, since we 
have the gene expression fingerprint of all the diseases at 
different levels of granularity (genes and pathways), we can 
inspect the molecular mechanisms that may underlie the 
observed relationships. We should consider that the presence 
of shared molecular mechanisms does not always reflect a 
comorbid relationship. However, we have included detailed 
examples in which the dysregulation of key 
physiopathological pathways is shared between comorbid 
diseases and shows an opposite pattern for inverse 
comorbidities, revealing crucial aspects of such disease 
relationships.  

Fig. 1  Disease-disease Similarity Network (DSN). Pairwise disease 
correlations were computed based on the Spearman’s correlation of the union 
of the sDEGs of each pair of diseases. A disease-disease network was built, 
containing the significantly positive and negative correlations (FDR <= 0.05), 
where the edge weights correspond to the Spearman’s correlations. The 
heatmap shows the positive and negative disease interactions, in red and blue 
respectively. Diseases are coloured by ICD9 disease category. 

Subsequently, we evaluated to what extent our DSN is able 
to capture medically known comorbidities. We found that our 
DSN significantly overlaps 46.53% (p-value = 0.001) of the 
interactions in Hidalgo et al. (based on medical records) and 
up to 60.48% (p-value = 0.0076) with a more stringent 
approach.  

Next, we compared our overlap with the ones derived from 
previous disease-disease networks based on other molecular 
data. Both, the microbiome and the miRNA networks yielded 
non-significant overlaps with the epidemiological network. 
The network derived from PPINs [3] presented significant yet 
small overlaps with the epidemiology (8.71% for the entire 
network and 18.52% over the diseases in our DSN), and the 
one generated by Sánchez-Valle et al. using microarray 
presents a significant overlap of 25% [4]. This implies, for the 
first time, that molecular -transcriptomic- similarities can 

capture and meaningfully explain a sizeable percentage of 
medically known comorbidities. 

Additionally, since patient-specific patterns are observed at 
the epidemiological level, we introduced the concept of meta-
patients as groups of patients from a given disease with a 
similar expression profile. Then, we calculated the similarities 
between meta-patients and diseases, in an attempt to identify 
subgroup-specific similarities potentially reflecting 
comorbidity relations. Our results show that some known 
disease associations that are difficult to reproduce at the 
disease level become evident when considering disease 
subtypes. In fact, we observe that some diseases present meta-
patients that vary greatly on their disease links. This highlights 
the importance of studying comorbidities within a 
personalized medicine scope. 

A current limitation of this study is the lack of information 
about the patient’s relevant features (e.g., sex or age). 
Importantly, we provide a web application in which the 
networks at the disease and meta-patient level, as well as the 
molecular mechanisms that may explain their relationships, 
can be easily inspected. Furthermore, the automatization of 
the presented analysis allows for the future integration of the 
fast-growing and publicly available RNA-seq studies. 
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I. EXTENDED ABSTRACT

Frequent Translation Lookaside Buffer (TLB) misses pose
significant performance and energy overheads due to page
walks required for fetching the translations. The address trans-
lation performance bottleneck is further exacerbated by the
advent of big data and graph processing workloads due to their
massive data footprints. Prefetching page table entries (PTEs)
ahead of demand TLB accesses is an intuitively effective
approach for alleviating the TLB performance bottleneck.
However, each TLB prefetch request implies traversing the
page table to fetch the corresponding PTE, triggering ad-
ditional accesses to the memory hierarchy. Therefore, TLB
prefetching is a promising, although costly, technique that may
undermine performance when the prefetches are not accurate.

This work exploits the locality in the last level of the page
table to reduce the cost and enhance the performance benefits
of TLB prefetching by prefetching adjacent PTEs “for free”.
We design Dynamic Free TLB Prefetching (DFTP), a scheme
that predicts via sampling the usefulness of these “free” PTEs
and prefetches only the ones most likely to save TLB misses.
DFTP can be combined with any TLB prefetcher to provide
further performance enhancements by exploiting page table
locality for both demand and prefetch page walks.

A. Dynamic Free TLB Prefetching (DFTP)

1) Motivation: Figure 1 depicts the operation of a x86-
64 page walk and illustrates the locality of the PTEs in the
last level of the page table. PTEs are stored contiguously in
memory, and each PTE is 8B, so a single cache line can store
8 PTEs. When the requested PTE is read from memory at the
end of a page walk, it is grouped with 7 neighboring PTEs and
they are stored into a single 64B cache line. Hence, a cache
line holds the requested PTE plus 7 more PTEs that do not
require additional memory operations to be prefetched.

The naive approach is to prefetch all available free PTEs
into a TLB Prefetch Buffer (PB)1. However, TLB prefetching
is limited by the PB size, the PB area overhead, and the cost
of PB lookups. Thus, naively storing all free prefetches per
page walk into the PB may limit the performance benefits by
evicting useful prefetches and polluting the PB with inaccurate
prefetches. Hence, to exploit page table locality with a realistic
PB size, a scheme that dynamically identifies and prefetches
only the useful free prefetches per page walk is required.

2) Design and Operation: To address the findings of Sec-
tion I-A1, we design Dynamic Free TLB Prefetching (DFTP),
a scheme that predicts via sampling the usefulness of the
different free PTEs per page walk, and fetches in the PB only
the most useful ones. We define free distance as the distance,

1TLB prefetchers typically use a prefetch buffer to store the prefetches since
prefetching directly into the TLB can negatively affect performance [1], [2].
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Fig. 1. Page table locality on x86-64 page table walks.

within the cache line, between the PTE that holds the demand
translation and another free PTE. Depending on the cache
line position of the requested PTE, there are 14 possible free
distances: from -7 to +7, excluding 0.

The DFTP scheme associates each free PTE with a free
distance and exploits this information to predict the usefulness
of the corresponding PTEs. Figure 2 presents the components
and the functionality of DFTP: the Sampling Queue (SQ), the
Free Distance Table (FDT) and the Prefetch Buffer (PB). The
SQ is a small buffer that detects phases when free distances,
which were previously useless, can provide useful prefetches.
Each SQ entry stores the virtual page and its corresponding
free distance for every free PTE that is decided not to be placed
in the PB. The decision whether to place a free prefetch into
the PB or the SQ is made by the FDT, a table with 14 counters;
each counter monitors the hit ratio of one free distance. The
PB is a buffer that stores the virtual page, the physical page
and the corresponding free distance of the prefetches.

To explain the operation of DFTP, we consider the example
presented in Figure 2 that assumes a page walk triggered
by virtual page 0xF3. First, we identify the position of the
requested PTE inside the cache line by extracting the 3
least significant bits of the page. Then we calculate the free
distances of all PTEs residing in the same cache line and we
associate each PTE with a free distance.

To determine whether a free prefetch has to be placed in
the PB or the SQ, we compare the FDT saturating counter
corresponding to its free distance with a threshold. If the
counter exceeds the threshold, the free prefetch is fetched in
the PB; otherwise, is placed in the SQ. The same procedure
is followed for each free PTE in the cache line.

On PB or SQ hits, the FDT counter that corresponds to the
free distance of the hit entry is increased. To prevent permanent
saturation, we shift right one bit all the FDT counters when
one of the counters saturates.

To summarize, DFTP adjusts the values of FDT counters
depending on which free distances are frequently producing
PB or SQ hits, thus DFTP is able to adapt to phase-behavior
and predict the most useful free PTEs per page walk.

3) Combining DFTP with TLB prefetching schemes: Apart
from fetching the most useful free prefetches per demand page
walk, i.e., a page walk due to a demand TLB miss, DFTP is
also able to operate on prefetch page walks, i.e., page walks
triggered by TLB prefetch requests. Specifically, at the end
of a prefetch page walk the prefetched PTE is grouped with 7
PTEs that can be prefetched for free due to page table locality.
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At this point, DFTP is activated to decide which of the free
prefetches should be placed in the PB or the SQ, essentially
applying lookahead prefetching with depth 2.

4) Methodology: We consider a big set of industrial work-
loads provided by Qualcomm (QMM) for CVP1 [3], the
SPEC CPU 2006 [4] and SPEC CPU 2017 [5] suites, and
big data workloads included in the GAP [6] suite and the
XSBench [7]. We refer to GAP and XSBench workloads as
Big Data (BD) workloads. Our evaluation takes into account
the workloads with a TLB MPKI of at least 1. All traces
have been obtained using the SimPoint [8] methodology. For
the QMM workloads we use 50M warmup instructions and
100M instructions for measuring the results. The rest of the
workloads run 250M warmup instructions and 1B instructions
are executed to measure the experimental results.

For evaluation we use ChampSim [9], a detailed simula-
tor that models a 4-wide out-of-order processor. We extend
ChampSim with a realistic x86 page table walker, modeling
(i) the variant latency cost of page walks, (ii) the page walk
references to memory hierarchy, and (iii) the cache locality in
page walks.The page table walker supports up to 4 concurrent
TLB misses [10], while one page walk can be initiated per
cycle. Table I summarizes our experimental setup.

TLB Prefetchers. We consider the state-of-the-art TLB
prefetchers: (i) Sequential Prefetcher (SP); SP [2] prefetches
the PTE located next to the one that triggered the TLB miss,
(ii) Arbitrary Stride Prefetcher (ASP); ASP [2] is a table-based
prefetcher that captures miss streams with varying strides,
and (iii) Distance Prefetcher (DP); DP [2] is a table-based
prefetcher that correlates miss patterns with distances between
pages that produce consecutive TLB misses. Our evaluation
considers the most common scenario where a Prefetch Buffer
(PB) is used to store the prefetched PTEs (Section I-A1).

5) Evaluation: To highlight the benefits of DFTP we
compare it against the following scenarios: (i) free prefetches
are not exploited (NoFP), i.e., they are not stored in the PB;
(ii) all free prefetches are naively placed in the PB (NaiveFP).

The performance impact of the above explained scenarios
for the state-of-the-art TLB prefetchers is presented in Fig-
ure 3. We observe that all prefetchers achieve high performance
gains for all scenarios considering free prefetching (NaiveFP,
DFTP) than when free prefetching is not exploited (NoFP).
We observe this behavior because (i) the free prefetches
provide PB hits that reduce demand page walks, and (ii)
most of the prefetch requests have already been prefetched for
free, avoiding prefetch page walks. For instance, SP+DFTP
outperforms SP+NoFP by 5.6% for the SPEC workloads.

Furthermore, we observe that DFTP significantly improves
performance over NaiveFP for the QMM and SPEC workloads,
across all prefetchers. For the BD workloads we observe
that DFTP and NaiveFP provide similar performance benefits
because these workloads exhibit highly irregular patterns, thus

Component Description
L1 DTLB 64-entry, 4-way, 1-cycle, 4-entry MSHR
L2 TLB 1536-entry, 12-way, 8-cycle, 4-entry MSHR, 1 page walk / cycle
Prefetch Buffer (PB) 64-entry, fully assoc, 2-cycle
Sampling Queue (SQ) 64-entry, fully assoc, 2-cycle
L1 DCache 32KB, 8-way, 4-cycle, 8-entry MSHR, next line prefetcher
L2 Cache 256KB, 8-way, 8-cycle, 16-entry MSHR, ip stride prefetcher
LLC 2MB, 16-way, 20-cycle, 32-entry MSHR
DRAM 4GB, DDR4, 4GHz, 1600 MT/s

TABLE I. SYSTEM SIMULATION PARAMETERS.

QMM SPEC       BD QMM SPEC BD QMM SPEC BD
0
2
4
6
8

10
12
14

%
 

sp
e
e
d
u
p

NoFP NaiveFP DFTP

SP DP ASP

Fig. 3. Performance impact of free TLB prefetching scenarios.

it is difficult to detect the most useful free PTEs per page walk.
Finally, we expect that designing a smarter TLB prefetcher
would highlight more the benefits of DFTP over NaiveFP; we
leave this exploration as future work.

B. Conclusions

This work reveals the importance of exploiting page table
locality for TLB prefetching purposes. We propose DFTP, a
dynamic scheme that identifies the most useful free PTEs per
page walk, and we show that DFTP can be combined with any
TLB prefetcher to provide great performance enhancements.
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Abstract—As demonstrated by recent mega-tsunamis, tsunami
coastal inundation could vary substantially as a result of the
source characteristics and the local geomorphologic-related- ef-
fects. Here, numerical simulations are used to characterize the
tsunami potential triggered by seismic sources. Particularly,
available data suggesting high stressed areas along the shallow
part of the interplate in central Chile are used to assess potential
tsunami inundation along the highly populated coastal area of
Viña del Mar and Valparaı́so in Chile. The approach lies on
the assessment of 1000 inundation scenarios along the region for
earthquakes with Mw 8.6 - Mw 8.7. It is found that flow depths
of 10 m can affect the region. This is crucial information for
urban planning.

Keywords—Tsunami potential, numerical simulations, central
Chile.

I. INTRODUCTION

Tsunami inundation varies significantly along the affected
coasts due to the characteristic of the source that triggers the
tsunami or as consequence of local effects, causing enormous
consequences in coastal communities. The aim of this study
is to estimate the potential tsunami inundation in the coastal
city of Viña del Mar and Valparaı́so, the main coastal resort
city and port of the country (Fig. 1). For this, earthquakes
with magnitude between of Mw8.6 -Mw8.7 are considered
as plausible events that could rupture in the (highly) coupled
shallow part of the megathrust in central Chile[1].

II. SEISMIC SOURCES AND NUMERICAL MODELING

The seismic source is characterized leading to the gener-
ation of multiple scenarios considering stochastic distribution
of slip. For each scenario, the initial sea-surface displacement
is computed from regularly used elastic dislocation models,
which are treated as initial conditions for tsunami numerical
propagation and inundation using high resolution topographic
and bathymetric computational grids. From these numerical
simulations, the tsunami flow depths are obtained.

In this case study, only tsunamis triggered by seismic
sources along the interplate are considered. First, an area of
interest is identified where earthquakes of given magnitudes are
expected. Stochastic rupture scenarios will be restricted over
that area. The geometry of this source has been defined based
on the subduction zone model of [4], extending from latitudes
31◦S in the north to about 35◦S in the south, which is roughly
the region flanked by the main rupture zones of the 2010

Fig. 1. Tectonic setting and the seismic source zone where stochastic slip
distributions were generated. Black segments show three highly locked fault
areas inferred in [1]. Two larger segments are shown: the extent of the rupture
Mw8.6 - Mw8.7 (red dotted line) use in this study and the large Valparaı́so
maximum rupture estimated by [2] (magenta dashed line). Color-coded dots
show epicenters of earthquakes greater than Mw > 6.0 in the region [3].

Mw8.8 Maule and 2015 Mw 8.3 Illapel earthquakes. In the
dip direction, the fault region extends from the trench to about
60 km depth. These updip and downdip limits are consistent
with the along-dip extent of those recent neighbouring events.

Along this source zone, a set of 1000 rupture scenarios
with varying slip in both dimensions of the fault is created. All
scenarios have the same target magnitudes of Mw8.6-Mw8.7,
which was defined by applying earthquake scaling laws [5] to
the 400-km-rupture length and 180-km-rupture width of the
assumed seismic source. To generate the set of scenarios, the
fault region is discretized into 192 rectangular sub-faults with
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Fig. 2. Flow depths expected for Viña del Mar and Valparaı́so based on
percentile 95. a) Flow depth dm(x, y) for earthquakes Mw8.6; b) Flow depth
dm(x, y) for earthquakes Mw8.7.

dimensions of 20 km both along strike and downdip. Next, the
Karhoenen-Loeve expansion is used to generate aleatory slip
distributions [6].

For each rupture seismic scenario, seafloor and land de-
formations were computed with the analytical solutions of
a rectangular source of the Okada model [7], assuming in-
stantaneous displacement. Once these deformations are ob-
tained, numerical simulation are conducted for each tsunami
source to obtain flow depths and arrival times using the soft-
ware Tsunami-HySEA [8]. Tsunami-HySEA solves the two-
dimensional shallow-water water equations (NLSWE) using a
high-order path-conservative finite volume method, using high
resolution bathymetry and topographic computational grids [9].
The target cities of Valparaı́so and Viña del Mar are contained
in the finest grid.

III. RESULTS

A. Source characterization and tsunami modeling

The maximum coseismic slip considered was 20 m. This
value is consistent with the offshore slip deficit accumulated
since the last large earthquake in 1730 [2], considering a
convergence rate of 6.5 cm/yr. From each coseismic slip dis-
tributed scenario numerical simulation were run and integrated
to show flow depth along the coast of Viña del Mar.

Fig. 2 shows the results of tsunami inundation in terms
of the flow depth dm(x, y). As with the slip, at each cell the
Vi(dm, ta) are used to build the cumulative density functions
for each variable independently. From these, the percentile
95% are estimated, which integrates all scenario for each
magnitude. In Viña del Mar (Fig. 2), inundation reaches

about dm ≈9 m over a very narrow band near the shoreline
(red colors), which rapidly decrease to dm ≈3-4 m in the
surroundings of the Marga-Marga river floodplain. The largest
tsunamis among the set can propagate up to 1.5 km inland,
although with relatively small flow depths of dm ≈0.5 m (blue
colors).

IV. FINAL REMARKS

The present study highlights the tsunami potential along
Viña del Mar and Valparaı́so. A statistical spatial analysis
shows the variations of flow depths triggered by seismic
scenarios with Mw8.6-8.7. The main findings show that based
on those earthquakes, flow depths up to 10 m could affect Viña
del Mar; and Valparaı́so will be less affected with flow depth
up to 3 m. Inundation maps and time arrivals will be used
to conduct tsunami vulnerability assessment in these coastal
cities.
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∗Barcelona Supercomputing Center (BSC), Barcelona, Spain
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I. EXTENDED ABSTRACT

Mineral dust emitted from arid and semi-arid areas has
several effects on the Earth system (e.g., perturbation of the
radiative budget, interaction with cloud processes, implica-
tions on ocean and land biogeochemical cycles). Mineral dust
aerosols are mixtures of different minerals whose relative abun-
dances, particle size distribution, shape, surface topography,
and mixing state influence their interaction with the Earth
system. However, Earth System Models (ESMs) typically
assume that dust aerosols have a globally uniform composition,
neglecting the known variations in the sources’ mineralogical
composition. This work investigates the sensitivity of a key
biogeochemical cycle, the iron (Fe) cycle to uncertainties in
the description of soil mineralogy in dust-producing areas.

Airborne mineral dust is the primary input of Fe to the open
ocean. Fe constitutes a fundamental micro-nutrient for marine
biota in its soluble form. It is, in fact, the limiting nutrient
in remote regions of the open ocean known as High Nutrient
Low-Chlorophyll (HNLC) regions (e.g., the Southern Ocean),
where the Fe supply occurs mainly through atmospheric depo-
sition. Ocean productivity relies on the availability of limiting
nutrients. Hence, the ocean’s ability to capture atmospheric
CO2 in HNLC regions highly depends on the atmospheric
deposition of soluble Fe.

Fe abundance in soils is usually set to 3.5% [1], and its
solubility is considered to be less than 0.1% [2]. However,
both observations and modeling studies suggest that the solu-
bility of Fe from dust increases downwind of the sources [3].
A primary mechanism leading to this increase in Fe solubility
is acidic (proton-promoted) dissolution. Low pH conditions in
aerosol water favor Fe dissolution by weakening Fe-O bonds of
Fe oxides in dust [4]. Other physical and chemical mechanisms
that enhance Fe solubilization involve photochemical reduction
and organic ligand (e.g., Oxalate) processing [5].

Modeling the global dust mineralogical composition
presents critical challenges. First, soil mineralogy atlases for
dust modeling are derived by extrapolating a sparse set of
mineralogical analyses of soil samples that are particularly
scarce in dust source regions. Moreover, atlases are based on
measurements following the wet sieving technique that tampers
the undisturbed parent soil size distribution by breaking coarse
particles and replacing them with smaller ones [6].

In this work, we assess the implications of soil miner-
alogy uncertainties on bio-available Fe delivery to the open
ocean by using a state-of-the-art ESM, EC-Earthv3, where a
detailed atmospheric Fe cycle and two different data sets that
characterize the soil composition over dusty areas have been
implemented [7] [8].

A. Model Description and experimental setup

We performed simulations with the EC-Earthv3 ESM. EC-
Earthv3 is collaboratively developed by European research
centers from 10 different countries, including the Barcelona
Supercomputing Center (BSC) [9]. The model configuration
used here includes the Integrated Forecast System (IFS) model
to represent atmospheric dynamics coupled with the Tracer
Model 5 (TM5), which allows for interactive simulation of
atmospheric chemistry and transport of aerosols and reactive
gas species [10]. Our experiments are nudged towards the
ERA-Interim reanalysis [11].

In the version of TM5 used in this work, the model further
considers:

1) The primary emissions of both insoluble and soluble
Fe forms, associated with mineral dust [12] [13] and
combustion aerosols [14].

2) The atmospheric processing mechanism of Fe treated
as a kinetic process accounting for: proton-promoted
dissolution, oxalate-promoted Fe dissolution (with
oxalate calculated on-line) and photo-reductive dis-
solution.

3) The representation of dust mineralogical composition
with the introduction of two different soil mineralogy
datasets (Claquin [7] and Journet [8]).

4) The fractional emission of minerals in the accumu-
lation and coarse modes of the model follows brittle
fragmentation theory [15] [16].

The Claquin et al. (1999) [7] dataset provides mineralog-
ical information for arid dust-source regions based on 239
descriptions of soils. 8 different minerals are considered: illite,
kaolinite, and smectite for the clay fraction, feldspars, hematite
and gypsium for the silt fraction, and quartz and calcite in
both mineral size fractions. The Journet et al. (2014) [8]
dataset is based on data from 700 soil descriptions from more
than 150 publications and contains information on the relative
abundance of 12 minerals: quartz, feldspars, illite, smectite,
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Fig. 1. Relative differences in Fe-dust emission between Claquin and Journet
simulations [%] (in red Fe-dust emission is higher for Claquin and vice-versa).

Fig. 2. Relative differences in soluble Fe deposition between Claquin and
Journet simulations [%] (in red deposition is higher for Claquin).

kaolinite, chlorite, vermiculite, mica, calcite, gypsum, hematite
and goethite. This set adds information in the clay fraction for
some minerals considered on both data sets (e.g., feldspars and
hematite). In contrast with Claquin, this data set has global
coverage.

We run two equivalent 1-year-long simulations with the
two soil mineralogy datasets and analyze the differences in
the deposited soluble Fe.

B. Preliminary Results

After analyzing the first-month results from both simula-
tions, some clear patterns emerge. Overall, Fe-dust emissions
are higher with Claquin’s mineralogy, especially across the
Sahel and North-East Asia (see Figure 1). This is also reflected
on the soluble Fe deposition, which is higher with Claquin’s
mineralogy. The relative differences are more important in the
Northern Hemisphere (see Figure 2). As expected, our results
clearly show that soluble Fe deposition scales with the amount
of emitted Fe. However we also see a slightly higher soluble to
total Fe in deposition with Journet (1.13%) than with Claquin
(1.04%). Further analysis regarding other mineralogical factors
will be examinated in this work. For instance, we aim at
quantifying how atmospheric acidity is affected by mineralogy
and hence Fe solubilization.
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    Ocean productivity relies upon bioavailable iron (Fe) as nutrient,  which makes the Fe biogeochemical cycle
a key modulator of the ocean’s ability to uptake atmospheric CO2.
    The main external input of Fe to the open ocean surface is atmospheric deposition, which derive mainly
from soil dust aerosol transported from arid and semi-arid regions (~95%). Fe in freshly emitted soil dust is
mostly insoluble, but it is hypothesized to be partly transformed into bioavailable Fe species during
atmospheric transport through a variety of dissolution mechanisms. 

    In this work, we assess the implications of soil mineralogy uncertainties on bio-available Fe delivery to the
open ocean by using a state-of-the-art ESM, EC-Earthv3, where a detailed atmospheric Fe cycle and two
different data sets that characterize the soil composition over dusty areas have been implemented
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1 Fe Primary emissions associated with mineral dust
and combustion aerosols.

Acidic dissolution 
Oxalate-promoted Fe dissolution
Photo-reductive dissolution.

Atmospheric processing mechanism of Fe :

The representation of dust mineralogical composition -
two different soil mineralogy datasets:

We  run  two  equivalent  1-yr-long  simulations  with  the
two  soil  mineralogy  datasets for the year 2011
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Our results show a large sensitivity of the soluble Fe
deposition to the choice of the soil mineralogy atlases,
with differences up to 50% downwind of major dust source
regions such as North Africa. Overall, soluble Fe deposition
is larger when the Claquin dataset is applied, particularly
in the NH. However, Journet mineralogy derives in higher
solubility values for some regions, e.g. East Asia and areas
of the SH.
The next steps in this work will include exploring how
mineralogy affects the Fe-solubilization mechanisms, e.g.
by influencing atmospheric acidity
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EXTENDED ABSTRACT 
might be also advantageous in other niches like the human 

body. Consistent with this statement, our phylogenetic 

reconstruction based on genome-wide polymorphisms shows 

that the new environmental hybrids fall in (or close to) 

previously defined clades that harbour clinical isolates. 

The term inter-species hybridisation refers to the 

crossing of two divergent organisms, leading to a situation 

where the two parental genomes coexist in the same nuclear 

compartment. In higher eukaryotes, this scenario often results 

in incompatibilities and interference between the genetic 

material of the two parents, generally detrimental for the 

newly formed hybrid. However, hybridisation also represents 

a major source of genomic diversity that can drive adaptation 

to new niches. After a hybridisation event, the resulting 

hybrids have a highly heterozygous genome which can, on 

occasion, derive in extreme phenotypes beneficial for 

adaptation to new niches or confer properties by new allele 

combinations that are advantageous with respect to the 

parentals [1]. 

Until now it has been a complex task to fully 

characterise the genome of a hybrid cell when one or both of 

the parentals remained unknown, and parameters like 

divergence between parentals or percentage of each parental 

haplotype in the hybrid have so far been based on estimations. 

In this study we find that two of the marine C. orthopsilosis 

isolates which have highly homozygous genomes represent a 

long-sought parental lineage so far unidentified. Thus, using a 

combination of short- and long-read sequencing technologies 

we generated a genome assembly of the new parental strain 

which opens a door for future research including the 

generation of a phased genome with resolved haplotypes that 

in turn, will lead to a better understanding of the hybrid 

genomes and a more accurate view of genetic variants. 

In the yeast clade of Saccharomycotina, 

hybridisation has been found to be a rather common 

phenomenon with numerous hybrid lineages found in 

industrial environments and many others isolated from clinical 

settings posing a serious threat to human health [2].  ACKNOWLEDGEMENTS 
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Candida metapsilosis and Candida orthopsilosis are 

two emergent fungal pathogens species that belong to the 

Candida parapsilosis sensu lato species complex and have 

been found to be of hybrid nature [3]. C. metapsilosis 

descends from a single hybridisation event between unknown 

parentals whereas for C. orthopsilosis, the isolates found to 

date originate from one of four hybridisation events from the 

same two parental lineages, of which only one has been 

identified [4,5]. The vast majority of clinical isolates from 

these two species are hybrids. Parental lineages are never or 

very rarely isolated from clinical settings suggesting that the 

pathogenic hybrids might have arisen from non-pathogenic 

parentals. In other words, that hybridisation might enhance the 

emergence of new hybrid lineages with an advantage to thrive 

in new environments, such as in the human host.  
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distinct subspecies. Genome Biol Evol. 6:1069–1078This research aims to shed light into the genomic 

traits that shape yeast hybrids and their evolution. In 

particular, we sought to understand what the environmental 
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1. Introduction

Hybridisation is a common phenomenon in yeast and
represents a source of novel phenotypic diversity
Candida orhopsilosis and Candida metapsilosis are
emergent fungal pathogens of hybrid nature

The vast majority of available samples are hybrid
clinical isolates
Only one C. orthopsilosis parental lineage has been
identified whereas both C. metapsilosis parentals
remain unknown

2. Our main questions

Does hybridisation enhance the emergence of hybrid lineages?

Are environmental isolates more likely to be parental lineages?
Are the genomic traits that make hybrids highly competitive in environmental
niches also advantageous in other niches like the human body?

5. Conclusions and future work
References
1) Gabaldón T. 2020. Hybridization and the origin of new yeast
lineages. FEMS Yeast Res. 20:1–8.
2) Pryszcz LP et al. 2014. Genome comparison of Candida
orthopsilosis clinical strains reveals the existence of hybrids between
two distinct subspecies. Genome Biol Evol. 6:1069–1078
3) Schröder MS et al. 2016. Multiple origins of the pathogenic yeast
Candida orthopsilosis by separate hybridizations between two
parental species. PLoS Genet. 12:e1006404
4) Pryszcz LP et al. 2015. The genomic aftermath of hybridization in
the opportunistic pathogen Candida metapsilosis. PLoS Genet.
11:e1005626

Expansion of niches where hybrids can be found to now include marine environments

The majority of hybrids over parental lineages suggests hybrids’ advantage not only in clinics 
but also in some environments

The finding of a long-sought C. orthopsilosis parental lineage opens a door for the generation 
of a phased genome and more accurate view of genomic variants

Future phenotypic analyses might reveal differences between hybrids and parental lineages

3. Hybrid marine isolates

Genomic analysis of 13 environmental C. orthopsilosis and
C. metapsilosis strains shows a majority of hybrid (11) over
non-hybrid (2) strains amongst marine isolates

Figure 1 (A) After hybridisation event the resulting cells undergo loss of
heterozygosity (LOH) leading to a characteristic genomic pattern in
hybrids. (B) K-mer frequency profiles of hybrids present one peak
(coverage X) corresponding to heterozygous positions and a second peak
(coverage 2X) portraying LOH. Non-hybrid strains show a single peak. In
the heterozygous peak of the hybrids ~50% of the k-mers are present (red)
and ~50% absent (black) from the reference genome. (C) The density of
the divergence between haplotypes in hybrids shows a single peak that
translates in a single hybridisation event whereas in non-hybrid strains the
divergence does not present a normal distribution.
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Figure 2 (A) Tree based on nuclear SNPs depicts the phylogenetic relationships
between all known C. orthopsilosis isolates. The known parental strain (Co90-125)
is shown in blue. Most marine isolates (green) fall into previously described clades
closely related to clinical isolates (black), whereas the two strains – representing
the novel parental lineage (red) – appear in a significantly distant branch. (B)
Phylogenetic tree showing mitochondrial inheritance. The mitochondrial genome
can be classified in six mitotypes, two of which (mtR1 and mtR2) are recombinant
between mitotyopes 4 and 2 where parent A and B fall, respectively. (C) The dot
plot shows the similarity between the genome assemblies of the two parental
strains. Genome assembly of parent B was generated in this study.

C

0 .08

SY36_no_unique_snps

4Y106

IFM
48386

s1799

s1
85

s282

s424

s4
37

172

s5
04

s427
s1
54
0

MCO471

s434

s4
28

SY78_no_unique_snps

109
4Y225

2Y
22
0

M85

s498

s4
22

s426

s421

88

Ch-T3

s831

2Y71

s599

MCO457

s433

89

s320

s1
51

4Y108

s423

s435

C
o90-125

B8
32
3

M
CO
456

s4
36

s42
5

IFM
483
64

s748

s1825
B8274

4Y222

85

4Y
98

clade1

clade3

clade4

clade2

A

Parental B 
lineage



Multiplex network uncovers Chronic Obstructive
Pulmonary Disease endotypes
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I. INTRODUCTION

Chronic Obstructive Pulmonary Disease (COPD) was the
fourth leading cause of death in the world in 2019, and its
burden is projected to increase in coming decades in relation
to the aging of the population [1]. COPD is characterized
by persistent respiratory symptoms and airflow limitation.
According to the the level of airflow limitation (FEV1 %
ref.), patients are classified into four categories (GOLD groups,
Fig.1). Nevertheless, airflow severity is only one component of
COPD, as patients with the same level of airflow limitation can
present different symptoms, comorbidities and pathological
processes (i.e. emphysema, cardiovascular diseases, cachexia,
neutrophilic/eosinophilic inflammation) [2]. As a result, COPD
is currently viewed as a heterogeneous disease with several
endotypes, which are the molecular mechanisms leading to the
clinical phenotype of the disease. Recognition of this disease
heterogeneity is important as different endo-phenotypes may
respond differently to therapies, so that more personalized
therapies could be applied.

The main objective of this work is to understand the
local and molecular heterogeneity of the disease integrating
different types of genomic data which are known to play a
role in the pathology. We jointly profiled the mRNA, miRNA
and methylome in lung tissue from 135 individuals with
different grades of disease severity. In order to integrate all
the diversified data, a multiplex patient similarity network was
built and communities were detected through unsupervised
clustering. Then, these clusters of patients were characterized
using the clinical and genetic data available.

II. METHODS

A. mRNA, miRNA and Methylome analysis

Lung tissue samples were obtained from COPD patients
former smokers and each ’omic was profiled as shown in
Figure 1. All the ’omics analysis were done in R using custom
scripts. Data went through appropriate quality-control, outliers’
elimination, between-sample and within-sample normalization
and batch effect removal for network construction and cluster-
ing.

B. Multiplex network

Firstly, in each ’omic data type we selected the most
variable genes/probes according to the coefficient of variation.

Fig. 1. Pipeline for cohort recruitment and ’omics profiling.

TABLE I. AVERAGE/PERCENTAGE OF CLINICAL FEATURES IN EACH
COMMUNITY

BMI
(kg/mˆ2)

FEV1
% ref. Packs-year Neutrophils

(%)
Eosinophils

(%)
Cardiovascular

risk (%)

Cluster3 27.97 67.77 55.65 63.89 2.20 83
Cluster5 27.14 64.60 52.94 65.96 3.34 58
Cluster6 27.75 64.06 56.29 65.57 2.20 68
Cluster7 24.01 38.94 57.55 65.32 2.28 47
Cluster8 26.88 43.12 78.5 65.76 1.71 44
Cluster9 28.14 38.62 59 75.2 1.26 44

Then, for each data type we built sample-by-sample Pearson’s
correlation matrices to construct the unweighted undirected
networks using the ”backbone edges” based based on the
calculation of Distance Closure [3]. Through this method, we
only kept the edges that made all the nodes reachable using
Dijkstra’s algorithm of All Pairs Shortest Paths. Communi-
ties were detected through the optimization of the multiplex
modularity (Louvain algorithm)[4]. Community assignment in
each resolution was used as a feature vector in hierarchical
clustering to find the definitive partition.

III. RESULTS

Nine communities were detected in the hierarchical clus-
tering after bootstrapping using the community assignment in
each resolution as feature vectors. Community 1, 2 and 4 were
discarded since they only bounded between two and three
individuals and thus, they were considered as outliers. Table 1
shows the most relevant clinical features for the remaining
communities. We obtained three clusters (C3, C5,C6) with
a predominance of individuals with a higher lung function
(higher FEV1 % ref.) and the other three included patients with
a more severe phenotype. Interestingly,we observed that the
clusters were associated with well-defined clinical phenotypes,
as increased % of eosinophils, or neutrophils. Eosinophilic
COPD patients have a better clinical response to inhaled
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Fig. 2. Multiplex network representation. Nodes depict patients and are coloured according to the community they belong to. Edges represent molecular
similarities (Person correlation) in each ’omic type. Edges were filtered to only keep the ones that made all the nodes reachable using an algorithm of All Pairs
Shortest Paths (Distance Closure). Gene Ontology similarity networks (obtained from REVIGO software) are displayed for cluster 9 and 5, where nodes are
coloured according to the normalized enrichment score in GSEA. Clinical phenotypes of the communities obtained from 3 layers’ integration are outlined at the
bottom.

corticosteroids and usually have a milder phenotype, whereas
neutrophilic COPD includes patients with bacterial coloniza-
tion of the lower airways and a worse prognostic [2]. This is
in line with the clinical features found for Cluster5 (higher
lung function, higher blood eosinophils) and Cluster9 (lower
lung function, higher blood neutrophils). Then, we compared
the gene expression of each community to the rest of them
and performed gene set enrichment analysis (GSEA) in the
Gene Ontology database. As shown in Figure 2, individuals of
community 9 displayed a significant upregulation of neutrophil
chemotaxis and antimicrobial humoral response in comparison
to the rest of the communities, which is in consonance with
the reported relation between neutrophilic COPD and bacterial
colonization.

Community 5 had an upregulation of pathways related
to olfactory receptors, which might explain the observed
association between eosinophils and chronic rhinosinusitis [5].
They also showed a downregulation of lipopolysaccharides-
mediated signalling pathways, which could be due to the
reported inverse relation between eosinophils blood counts and
bacterial airway infection [6]. The rest of the communities also
matched with COPD phenotypes that have been described in
the clinical setting, such as a multi-organ loss of tissue or
cachexia phenotype and individuals with higher prevalence of
metabolic/cardiovascular concominant diseases [7].

IV. CONCLUSION AND NEXT STEPS

In this study, we report that the multilayer network based
only on multi-omics patients’ similarities in lung tissue uncov-
ers for the first time communities that resemble clinical COPD
endotypes. The next steps of the research will be focused

on the understanding of the interplay between the molecular
mechanisms in each of the layers.
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Victor-Alejandro Ortiz∗†, Montserrat Estañol†, Maria-Cristina Marinescu∗, Maria-Ribera Sancho∗†, Ernest Teniente†
∗Barcelona Supercomputing Center (BSC), Barcelona, Spain
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I. EXTENDED ABSTRACT

Poverty and social exclusion are a reality in every society.
They are complex problems that require updated information
and access to scattered data sources to make a proper assess-
ment of a person’s situation. To help social workers with these
tasks, we developed the Lindaview tool at the suggestion of
the Social Services Department of the Barcelona City Council.

Assessment of individuals seeking social assistance is not
standardized, as it depends entirely on the social worker’s
perception and experience. We design a tool that provides an
informed starting point for the assessment of an individual’s
self-sufficiency. Furthermore, we included a section of general
statistics, allowing policymakers to access comprehensive,
updated, and timely information, empowering them to make
data-based decisions when allocating available resources.

Lindaview is an OBDA-based tool. OBDA (Ontology-
Based Data Access) is a paradigm that allows accessing data
from its original source without data migration or updates on
the original data architecture. Moreover, with this paradigm,
we can infer implicit information via ontology reasoning.

A. Self-sufficiency matrix

S. Lauriks et al., define self-sufficiency in [1] as ”achieving
an acceptable level of functioning in the essential domains of
daily life”. Our tool focuses on evaluating the level of indi-
viduals’ self-sufficiency. We use as a base the Self-Sufficiency
Matrix (SSM), a tool that evaluates different dimensions of
an individual’s well-being and classifies each dimension into
different levels of fulfillment. The SSM originated in the
United States, based on the work of [2], where a standard
is proposed to evaluate individuals’ capacities to fulfill their
basic needs. Based on this work, many measurement tools
were generated, such as [3], [4], [5]. We base our work on
the Catalan version (SSM-CAT), an adaptation of the most
popular versions of the SSM, [6], the Dutch version (SSM-D).

The SSM-CAT evaluates 13 different dimensions of an
individual’s life, such as Finances, Lodging, Work and Educa-
tion, Mental Health, Domestic relations, etcetera. It also allows
classifying the level of self-sufficiency on each dimension
utilizing a five-point Likert scale, where ”five” is entirely self-
sufficient, and ”one” means that they have acute problems.

Fig. 1. Overview of the Lindaview tool architecture

B. Data Access

Lindaview allows access to the individuals’ data from
its original sources. Data may be scattered amongst separate
locations or even have different formats, but it is possible to
access it in a unified manner by implementing an ontology
paired with OBDA. ODBA is a paradigm that consists of
generating mappings between the classes in an ontology and
the data instances in their original source [7]. This paradigm
provides our system with independence from underlying data’s
technical schema by enabling a single-point of semantic data
access.

An ontology is one of the Semantic Web’s fundamental
concepts as initially proposed by Tim Berners-Lee [8]. [9]
defines an ontology as ”an explicit and formal specification
of a conceptualization”. One of the major contributions of this
work was developing an ontology representing key concepts
involved in the self-sufficiency domain.

C. Architecture

Figure 1 illustrates Lindaview’s architecture, describing
how the end-user interacts directly with the interface, a visual-
ization developed using Python and Dash. By interacting with
the interface, the end-user directly consults the original data
sources through the ontology. It can also be observed that the
interface queries an auxiliary database, which is generated in
order to mitigate the computational power required to calculate
the indicators implemented by the tool.

The tool requests data to the ontology by generating
SPARQL queries, a query language defined as the standard
for semantic web applications by the W3C consortium [10].
These queries are then translated to SQL using OnTop, an
open-source system that exposes relational databases as virtual
RDF graphs through mappings between an ontology and the
original data sources [11].
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Fig. 2. Example of the individual assessment visualization

D. Visualizations

Our tool provides two main scopes: Individual and general
statistics.

Figure 2 illustrates the individual screen, showing an
overall assessment of the individual’s situation, levels of self-
sufficiency in all the different domains assessed by the SSM-
CAT, and also details of all the concepts involved in the
mentioned domains. As part of the individual scope, it is also
possible to assess an individual’s household - a key concept for
calculating self-sufficiency. The household assessment screen
provides information related to the services available in an
individual’s residence, and a summary of the self-sufficiency
levels for all the registered inhabitants of that residence.

On the other hand, basic statistics are provided as a general
overview, where a summary of all individuals in the population
is shown. Moreover, the tool also offers the functionality to
segment the information, displayed by nationality or area of
residence (neighbourhood or district).

Finally, Lindaview also offers a visualization of the pre-
dictive powerscore (PPS) [12]. Figure 3 illustrates the PPS,
an asymmetric correlation matrix between the concepts that
are part of the different SSM-CAT’s dimensions. This visual-
ization helps both, decision-makers and social workers to find
patterns of correlation between the concepts involved in self-
sufficiency.

E. Conclusions and future work

For future work, we want to explore the impact of adding a
time dimension to the ontology. We believe that more complex
analyses could be generated by tracking individuals’ self-
sufficiency over time. To scale the tool’s capacity, we believe
that focusing on optimizing the performance of Lindaview
when dealing with big data is essential, and we propose to
do this by exploring the impact of parallelizing the processing
of graphics.

To the extent of our knowledge, current SSM tools work
as filling forms, where the end-user must input all the data
and do not provide an assessment of the individual’s current
situation. Providing social workers with an initial assessment
can provide them with a supporting baseline to deliver more
effective help to individuals in need.

Our work is easy to adapt for any country or city willing to
use the SSM by simply applying some minor changes directly

Fig. 3. Example of the Predictive Power Score visualization

into the ontology and mappings. This tool does not require any
architectural change or data replication; therefore, we believe
that this tool could positively impact any institution willing to
adopt it.
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I. EXTENDED ABSTRACT
A. Introduction

When planar wavefronts from distant stars traverse the
atmosphere, they become distorted due to the atmosphere’s in-
homogeneous temperature distribution. Adaptive Optics (AO)
is the field in charge of correcting those distortions allowing
high-quality observations of distant targets. The AO solution
is composed of three main components: a deformable mir-
ror (DM) that corrects the deformation in the wavefront, a
wavefront sensor (WFS) that allows characterising the current
turbulence in the wavefront and a real time controller (RTC)
that issues commands to, via the deformation of the DM,
correct the wavefront. Usually, the operations are performed
on closed-loop with stringent real-time requirements (in the
order of 103 − 104 actions per second). At each iteration, the
WFS observes the wavefront after being corrected by the DM
and the RTC issues the commands to correct for the evolution
of turbulence and previous uncorrected errors (Figure 1 left).

One of the primary sources of error for an AO control
algorithm is the temporal error. The delay between charac-
terising the turbulence with the WFS and setting the desired
commands in the DM creates the need that any successful
control approach must take into account past commands and
the probable evolution of the atmosphere in this gap of time.
To do that, the most common approach in AO are variants
of Linear Quadratic Gaussian (LQG) with Kalman filters with
one of its initial iterations presented in [1]. Usually, a linear
model of the system’s evolution is built with a set of parameters
that are usually fitted based on observations or on theoretical
assumptions, which limits the capability of the system to
correct the turbulence.

In this paper, we present a novel solution based on Re-
inforcement Learning (RL), based on a reward signal to be
optimised, that does not need any previously built model (as
LQG) and is non-linear. RL has been already applied in the
domain of AO, however, it has been limited to WFS-less
systems (e.g. [2]) or, more recently, to control a very limited
number of actuators [3]. This work’s main practical objective
is to be applied in the 8.2 m Subaru telescope (located in
Hawaii), which includes thousands of actuators.
B. AO Control: Integrator with gain

The traditional AO control algorithm is the integrator with
gain. At each iteration, the WFS obtains a vector of mea-
surements, m, where each element indicates a local deviation
from the seen wavefront to a planar wavefront. The relationship

Fig. 1: Left: AO closed-loop. Right: Mode example.

between m and commands in the DM at a timestep, t, can be
approximated as a linear relationship:

mt = D · ct (1)
Where D is the interaction matrix obtained with a least

squares approach method on the loss ||m−Dc||2. By inverting
the interaction matrix in equation (1), we obtain the commands
to be applied to the DM to correct the current wavefront
deviations on ideal conditions. To deal with non-ideal issues,
such as the temporal error, integration with past commands,
C, with a gain factor, g, is used:

Ct = Ct−1 + gct (2)

C. Adaptive Optics as a Reinforcement Learning problem
RL [4] is concerned of finding a function (called policy,

π(θ) parametrized with weights θ) that maximises the expected
cumulative reward (r) obtained by interacting with an environ-
ment. To do so, RL maps the state describing the environment
(s) to actions (a) with the objective of obtaining the optimal
policy, π∗(θ).

π∗(θ) = argmax
θ

E
env

[∑
i

ri(π(θ))

]
(3)

Concretely, RL requires the following elements:
1) The states, s: Defined as the union of the integrator

commands, c, which will give information of current pertur-
bation in the atmosphere and past integrated commands, C,
which will give information of commands that will be applied
in the next timesteps (due to delay), and the evolution of the at-
mosphere at every time step t: st = (ct, Ct−1, Ct−2, ..., Ct−n).

The commands issued by the RTC are usually a vector of
na dimensions (C ∈ Rna ) where each element of the command
vector controls one actuator in charge of deforming the mirror.
This way of handling the commands is said to be zonal as each
value of the command vector only modifies a particular zone of
the mirror. However, one can build a modal basis, e.g. by using
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Fig. 2: Left: Training curves (77 modes, D=2 m). Right: Avg
final performance (62 modes, r0=0.16 m, v=20 m/s). Results
averaged over 3 seeds.

the Zernike polynomials [5] (see Figure 1), to act globally in
the whole DM with each element of the command vector. The
usage of modal basis has two benefits: (1) we can just correct
a subset of modes if the number of actuators to control is
problematically high and (2) RL method performance depends
on the feature definition [4]. Empirically, we have observed
that a value of n = 3 for the state and using a modal basis for
the commands Ct leads to better performance.

2) The actions, a: Defined as a correction applied to the
commands computed with the ”integration with gain” AO
control, as follows: Ct = Ct−1 + gct + a.

3) The reward, r: Defined as a function that determines
how well the turbulence distortion has been corrected. To
do that, we apply two different strategies: (1) A reward
based on the spatial variance of the wavefront phase φ,
ropt,t = −var(φt), in which a variance of 0 indicates that
all the wavefront points are on phase, hence, the wavefront is
planar; and (2) a reward based on the average measurements,
mt, squared: rreal,t = −avg(m2

t ). The former strategy is
optimal but unrealistic as it is not possible to get the variance
of the wavefront at each timestep; the latter provides an
approximation of the former strategy but can be obtained at
each time step.

4) The algorithm: We choose Soft Actor Critic, which
slightly modifies eq. 3 to include the entropy of the policy,
π(θ), as a regularisation term [6].
D. Results

This section evaluates the AO RL controller in a different
range of atmospheric conditions, specifically, different values
for Fried parameter, r0, which a lower value denotes a higher
strength of turbulence, and wind speed, v, which a higher value
will drive up the temporal error. Moreover, it evaluates the
performance of RL when increasing the telescope diameter, D,
and thus the complexity of the problem as the number of actua-
tors to control, and the number of measurements of the WFS to
process, increases as well, when considering the optimal (ropt)
and the realistic (rreal) rewards. The performance is measured
in terms of Strehl Ratio (0 ≤ SR ≤ 1), the ratio between the
peak intensity of the target image and its theoretical maximum.
The experiments presented use an AO control simulator named
COMPASS [7], including the simulation of the atmosphere and
the AO control, executed on a IBM Power9 8335-GTH CPU
(40 cores) with a GPU NVIDIA V100 (16 GB).

Figure (2) left evaluates different atmospheric conditions.
We can observe that the RL agent outperforms the traditional

integrator and is both robust to variations of v and r0 with
both reward functions, i.e., ropt and rreal. RL agent’s quasi-
constant performance in terms of wind speed may indicate that
we are solving mainly temporal error.

Figure (2) right compares the performance of the RL agent
when controlling 62 modes while increasing the telescope
diameter with a fixed atmospheric configuration. While the RL
agent with a limited number of modes performs better when
compared with the integrator, the agent is incapable of scaling
to bigger diameters with the realistic reward function, rreal.
It therefore remains as future work to derive a more efficient
reward function. Furthermore, while the use of a modal basis
allows to significantly reduce the state’s size and so avoid the
problem of the curse of dimensionality [4], it remains as a
future work as well, to control a higher number of modes.
In addition to performance, we must take into account the
inference time. Currently, for the given machine and 62 modes,
the inference time is ∼ 1.2 ms which is below the threshold
of 2 ms to not increase the delay as to affect proper operation
of the telescope. However, we must take into account that for
large telescopes we will probably end up controlling a higher
number of modes hence increasing the inference time.
E. Conclusion

We have presented a novel AO control based on RL that
outperforms traditional controllers in a set of limited experi-
ments. However, we must address some challenges before its
application in the real world.
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• RL agent tackles non-linear effects such as temporal error.

• Dimensionality problem.

• Realistic reward function does not work for large telescopes.

Adaptive Optics Control with Reinforcement 
Learning: First steps

B. Pou1,2, E. Quiñones1, D. Gratadour 3,4, M. Martín2

2. Adaptive Optics (AO)

3. Reinforcement Learning (RL)

RL allows capturing non-linear effects not addressed by linear 
solutions

RL objective: find a function, ( ), that maps states (s) to actions (a)
that maximizes a cumulative reward function (r) via trial and error.

• a corresponds to a correction term to the linear RTC: = +· +
• s = , , , … , corresponds to the current linear and

previous commands and provides information about:

• Commands that will be executed in the future
• Statistics of evolution of the atmosphere.

• r is based on spatial variance of the wavefront phase, and average
of measurements squared: = − and = − ,
respectively

Our RL agent does not consider a single 
DM actuator but global orthogonal 

shapes in the DM inspired in Zernike 
polynomials [1].

4. Results

5. Conclusions

Image of DM shape. 
(Left) acting on a single actuator. 
(Right) acting on a single mode.

AO loop with RL elements

a) RL agent (77 modes) on 2m

telescope with different

atmospheric conditions.

b) RL agent controlling 62 modes with

different D. Atmospheric conditions

constant.

Results
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• An AO system characterizes the distortion ( ) using a
Wavefront sensor (WFS)

• A Real-time Controller (RTC) computes commands to the DM
actuators ( ) to correct observed distortion, considering the
following linear relationship:

• (1)  t = · 
• (2)  = −1 + · 

• The RTC have high-performance and real-time requirements
• Commands must be issued every ~2ms to ensure the

correct operation

Experiments:

• Simulated in COMPASS [2] (GPU-based high-performance

AO simulations).

• Characterisation of different range of atmospheric conditions.

• Fried parameter, : inverse relationship to strength of

turbulence.

• Wind speed, v. Related to temporal error.

• Different diameter (D) of telescope.

• Measuring results in Strehl Ratio ((worst) 0 ≤ SR ≤ 1 (best)).

6. Future work

• In ground-based telescopes, the light from distant
stars is distorted due to small variations of index of
refraction in the atmosphere

• Adaptive Optics (AO) systems are responsible of
correcting the distortion by means of a deformable 
mirror (DM).

1. Motivation

AO Control-Loop

Image of Ground-Based Telescopes
Credit: Claire E. Max, UCSC
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Large telescopes includes non-linear effects not captured by current RTC 
that diminishes the performance of telescopes

• Multi-agent system: each agent controls a small amount of modes.

• Preliminary results show an improvement over the integrator with a large

telescope and realistic reward function.
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I. EXTENDED ABSTRACT

A. Introduction

Mineral dust is amongst the largest contributors to the
global aerosol mass load and dominates climate effects over
large areas of the Earth. Dust undergoes heterogeneous chem-
ical reactions during transport that increase its hygroscopicity,
while altering its optical properties, and the associated radiative
forcing. The rates of heterogeneous chemical reactions on
the dust surface that form coatings of sulfate, nitrate, chlo-
ride, or organics depend strongly on the dust mineralogical
composition. For example, the uptake of sulfur dioxide by
calcite exceeds by at least an order of magnitude uptake by
quartz, feldspar and hematite. Dust composition also affects
the partitioning of semi-volatile inorganic compounds, altering
their burden and radiative forcing.

B. Objectives

In this preliminary work we first present an overview of
the state-of-the-art regarding the representation of the uptake
of nitric acid (HNO3) by mineral dust in models. We have also
implemented the uptake of HNO3 that forms coarse nitrate in
the Multiscale Online Nonhydrostatic AtmospheRe CHemistry
model (MONARCH) [1] and performed a sensitivity study
simulating a series of pollution events over Beijing that involve
the formation of coarse nitrate using constant (0.1), null and
humidity-dependent uptake coefficients. The main objective
is to set a benchmark to conduct future sensitivity studies
for factors affecting dust heterogeneous chemistry, such as
the explicit treatment of mineralogical composition of dust or
ambient relative humidity.

C. Theoretical background

Heterogeneous dust chemistry implies mainly acidic trace
gases resulting in the formation of coatings on the dust particle
surface. Uptake of sulfate and nitrate are the major reactions
involved [2]. For this study, the reaction evaluated is the
nitric acid (HNO3) uptake on coarse dust particles (diameter
above 2.5µm), that can be expressed by the reaction HNO3 +
dust −−→ NO3

– [3], [4]. The reaction rate of this uptake can
be defined as a first-order function as [3]:

K =

(
r

Dg
+

4

vγ

)−1

× S (1)

Where r is the aerosol bin radius, Dg is the gas-phase diffusion
coefficient, v the mean molecular speed, S the aerosol specific

surface area, and γ the uptake coefficient, defined as the ratio
of the number of gas molecules depositing on the particle’s
surface over the total molecules colliding with the given
surface.

For the uptake of HNO3, the value of the uptake coefficient
is typically taken as γ = 0.1 for mineral dust [4], [5].
Previous studies have shown, however, that using γ = 0.1
overestimates the particulate nitrate formation [4]. Several
experimental studies highlight the strong dependence of γ to
ambient relative humidity [4], [5], [6] and with mineral dust
composition (specifically on calcite percentage) [2], [5].

The uptake coefficient dependence on relative humid-
ity (γ(RH)) has been shown to behave similarly to a
Brunauer–Emmett–Teller isotherm for water adsorption on
dust particles described by the function [6]:

γ = m× cRH

(1−RH)(1− (1− c)RH)
(2)

Where RH is relative humidity, c the water adsorption
scaling factor (c = 8 [6]) and m the specific dust mineralogy
scaling factor, taking different values depending on the calcite
content. For example, a factor of m = 1

30 for Arizona Test Dust
has been proposed [6], while m = 0.018 for China Loess from
Gobi’s desert with 39% CaCO3 content based on experimental
measurements has been used [5], [7].

D. Methodology

In this work we simulate 3 pollution episodes over Beijing
happening in 2015 between the 28th of March and the 2nd of
April, being: 1) Pure anthropogenic, 2) pure dust from Gobi
desert, and 3) dust mixed with anthropogenic pollutants (num-
bers in figure 1, respectively). To evaluate the results, we use
observations of fine and coarse nitrate surface concentration
during these events from the Beijing Institute of Atmospheric
Physics (IAP, 116.4ºE, 39.9ºN) [7].

We use the MONARCH model [1] over a regional domain
covering Asia and the region of Beijing with an horizontal
resolution of 0.2 by 0.2 degrees and 24 vertical layers up
to 50hPa. The meteorological initial and boundary conditions
are from the NCEP FNL analyses . Emissions are taken from
the CAMSv2.1 global inventory for anthropogenic emissions
and GFASv1.2 for biomass burning emissions. The Carbon
Bond 2005 chemical mechanism is applied for the gas-phase
chemistry, and the aerosol module describes the lifecycle of
dust, sea-salt, black carbon, organic matter (both primary and
secondary), sulfate and nitrate aerosols [8]. While a sectional
approach is utilized for dust and sea-salt, a bulk description of
the other aerosol species is adopted.
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Fig. 1. (Top) Fine nitrate partition (D < 2.5µm) over Beijing for the
3 pollution events (indicated with numbers) simulated in MONARCH with
uptake coefficient γ = 0.1 (blue), γ = 0 (cyan, crossed line) and γ as
function of relative humidity as described in section I-C (red, doted line),
compared with the observations from IAP (gray) [7]. (Bottom) The same as
top figure for coarse nitrate (D > 2.5µm).

For this study, aerosol nitrate formation in MONARCH
is computed in two consecutive steps: for the fine mode (di-
ameter under 2.5 µm), the thermodynamic equilibrium model
EQSAM is used, assuming thermodynamic equilibrium. For
the coarse mode (diameter greater than 2.5 µm) the specific
mass transfer is computed for each of the dust and sea salt bins
using the scheme described in section I-C. This methodology
has been applied in the reference studies with satisfactory
results [9], [7]. Three cases have been simulated: 1) assuming
a constant γ = 0.1, 2) assuming there is no nitrate uptake on
coarse dust (γ = 0) and 3) assuming an RH-dependent uptake
coefficient as in equation 2 with m = 0.018, equivalent to
considering the mineralogy of China Loess [7], [5].

E. Preliminary results

The surface concentration of fine and coarse nitrate over
Beijing obtained with MONARCH and its comparison against
observations are shown in figure 1. The concentrations ob-
tained with nitrate uptake coefficient equal to 0.1 overestimate
coarse nitrate formation and underestimates the fine one, which
indicates an exessive nitrate uptake by the coarse partition
of dust during the mixed dust-anthropogenic pollutants event
(number 3 in figure 1). This bias is improved when considering
that gamma is a function of relative humidity, mainly for
the third event. Omitting coarse nitrate formation causes an
overestimation of fine nitrate during the same event. In all
cases, the formation of fine nitrate during the first and second
events is underestimated.

F. Conclusion

We performed a literature review on the treatment by
models of the nitric acid uptake on mineral dust. We im-
plemented an uptake reaction on the coarse mode of dust in
MONARCH for HNO3 and evaluated simulations of a series
of 3 dust events with strong coarse nitrate formation using:
null, constant and humidity-dependent uptake coefficients.
These results represent the starting point of future sensitivity
studies that consider explicit mineralogy when simulating dust
heterogeneous chemistry.
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Three pollution episodes over Beijing happening from 28th of March to 2nd of April 2015: 
1) Pure anthropogenic pollutants
2) Pure dust from Gobi desert composition
3) Dust mixed with anthropogenic pollutants composition

Beijing Institute of Atmospheric Physics (IAP, 116.4ºE, 39.9ºN) observations of fine and 
coarse nitrate surface concentration are used for evaluation [7].
Three cases for uptake coefficient values have been simulated (γ = 0.1, 0 and f(RH) 
with m = 0.018): 
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Modeling nitric acid uptake by mineral dust

RESULTS

Mineral dust is amongst the largest contributors to the 
global aerosol mass load and dominates climate effects 
over large areas of the Earth. 

Dust undergoes heterogeneous chemical reactions during 
transport that increase its hygroscopicity, while altering its 
optical properties, and the associated radiative forcing. 
The rates of heterogeneous chemical reactions on the dust 
surface that form coatings of sulfate, nitrate, chloride, or 
organics depend strongly on the dust mineralogical 
composition. Dust composition also affects the partitioning 
of semi-volatile inorganic compounds, altering their burden 
and radiative forcing.

INTRODUCTION
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- r is the aerosol bin radius
- Dg is the gas-phase diffusion coefficient
- v the mean molecular speed
- S the aerosol specific surface area
- γ the uptake coefficient

The uptake coefficient (γ), defined as the ratio of the number of gas molecules 
depositing on the particle’s surface over the total molecules colliding with the 
given surface, is typically taken as γ = 0.1 for uptake of HNO3 on mineral dust 
[4], [5]. 
However, it has been indicated that γ = 0.1 might overestimate the particulate 
nitrate formation [4], and some experimental studies highlight the strong 
dependence of γ with relative humidity (γ(RH)) [4], [5], [6], which has been 
shown to be similar to a Brunauer–Emmett–Teller isotherm for water adsorption 
on dust particles, described by the function [6]:
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1. Perform an overview of the state-of-the-art of the representation of nitric acid (HNO
3
) uptake by mineral dust in 

models.
2. Implement the uptake of HNO

3
 in the Multiscale Online Nonhydrostatic AtmospheRe CHemistry model 

(MONARCH) [1] 
3. Perform a sensitivity study using constant (0.1), null and humidity-dependent uptake coefficients.

This would set a benchmark to conduct future sensitivity studies for implementing explicit treatment of mineralogical 
composition of dust.

OBJECTIVES

Simulations

METHODOLOGY

1
Heterogeneous dust chemistry implies mainly the uptake of sulfate and nitrate on dust 
particles, forming coatings on their surface [2]. For this study, the reaction evaluated is 
the nitric acid (HNO

3
) uptake on coarse dust particles (diameter above 2.5μm), that 

can be expressed by the reaction [3], [4]: 

Aerosol nitrate formation in MONARCH is computed in two consecutive steps [9], [7]: 
1) Fine mode (diameter < 2.5 μm): thermodynamic equilibrium with EQSAM model.
2) Coarse mode (diameter > 2.5 μm): specific mass uptake calculation for each dust 

size bin using the reaction rate from the theoretical background section. 

❖ Surface concentrations obtained with nitrate uptake coefficient equal to 0.1 overestimate coarse nitrate 
formation and underestimates the fine one, which indicates an excessive nitrate uptake by the coarse 
partition of dust during the mixed dust-anthropogenic pollutants event (number 3 in the right figure). 

❖ This bias is improved when considering that gamma is a function of relative humidity, mainly for the 
third event, and it is close to observations for the coarse nitrate partition. 

❖ Omitting coarse nitrate formation (null γ) increases the formation of fine nitrate during the event 3.
❖ In all cases, the formation of fine nitrate during the first and second events is underestimated compared 

to the observations.

● A literature review on the treatment by models of the nitric acid uptake on 
mineral dust has been undertaken.

● We implemented an uptake reaction on the coarse mode of dust in 
MONARCH for HNO

3
 and evaluated simulations of a series of 3 dust events 

using: null, constant and humidity-dependent uptake coefficients. 
● These results represent the starting point of future sensitivity studies that 

consider explicit mineralogy when simulating dust heterogeneous chemistry.

CONCLUSIONS

Where c = 8 [6] and m takes different values depending on the calcite 
content. For example, a factor of m = 30 for Arizona Test Dust has been 
proposed [6], while m = 0.018 for China Loess from Gobi’s desert with 39% 
CaCO3 content from experimental measurements has been used [5], [7].

● MONARCH model [1] over a regional domain on central Asia with an horizontal 
resolution of 0.2 by 0.2 degrees and 24 vertical layers up to 50hPa. 

● Meteorology: initial and boundary conditions are from the NCEP FNL analyses. 
● Emissions: are taken from the CAMSv2.1 global inventory for anthropogenic emissions 

and GFASv1.2 for biomass burning emissions. 
● Chemistry: Carbon Bond 2005 chemical mechanism is applied for the gas-phase 

chemistry, and the aerosol module describes the lifecycle of dust, sea-salt, black carbon, 
organic matter (both primary and secondary), sulfate and nitrate aerosols [8]. 

Model2

Figure: (Top) Fine nitrate partition (D < 2.5μm) over Beijing for the 3 pollution events (indicated with numbers) simulated in MONARCH with 
uptake coefficient γ = 0.1 (blue), γ = 0 (cyan, crossed line) and γ as function of relative humidity as described in the theoretical background
section (red, dotted line), compared with the observations from IAP (gray) [7]. (Bottom) The same as top figure for coarse nitrate (D > 2.5μm).

 The reaction rate of this uptake can be defined as a first-order function as [3]:

THEORETICAL BACKGROUND

- r: aerosol bin radius
- Dg: gas-phase diffusion coefficient
- v: mean molecular speed
- S: aerosol specific surface area
- γ: the uptake coefficient

- RH: relative humidity
- c: water adsorption scaling factor
- m: specific dust mineralogy factor
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