Abstract: This presentation explores the generation of local explanations for already deployed machine learning models, aiming to identify optimal conditions for producing meaningful explanations. The primary goal is to develop methods for generating explanations faithful to the underlying model and comprehensible to the users. The presentation is divided into two parts. The first introduces a novel approach for evaluating the suitability of linear explanations to approximate a model. The second part focuses on user experiments to assess the impact of three explanation methods and two distinct representations. These experiments measure how users perceive their interaction with the model in terms of understanding and trust. This research aims to contribute to a better explanation generation, with potential implications for enhancing the transparency, trustworthiness, and usability of deployed AI systems.
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