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|.I ~The BSC-CNS

About the BSC-CNS

(€2010 Review

We are pleased to report that in 2010
the BSC-CNS continued to build
strongly on the growth and achievement
of previous years. A number of research
departments were highly successful in
attracting new competitive funds, and
the services provided to the Spanish
scientific community via the Spanish
Supercomputing Network (RES) were
further augmented with the addition of a
new node, Atlante in the Canary Islands,
and via increased offerings of training
seminars and workshops. Although the
economic crisis has somewhat blunted
its strong growth expectations, the BSC-
CNS is privileged to continue to recei-
ve support across the political spectrum,
recognition of its strategic importance
within the Spanish scientific framework
and the excellence of its scientific and
technical activities. This was exemplified
with the inauguration in Barcelona of the
PRACE distributed European supercom-
puting research infrastructure involving
20 countries, within which the BSC-CNS
has a leadership role.

Mission

The mission of BSC-CNS is to investigate, de-

velop and manage information technology in

order to facilitate scientific progress.

Mateo Valero, Francesc Subirada,
Director Associate Director

Spain is suffering under a prolonged and profound economic crisis. The growth and success of the BSC-CNS stands
in stark contrast to the reduced activities of many key Spanish firms and the closure of many businesses, both small
and large.That is not to say that the BSC-CNS has been insulated from the crisis, indeed, many BSC-CNS staff were
affected by the general salary reductions of the public sector,and the decrease in funds available for both studentships
and research grants has been keenly felt.

However the crisis itself has been a source of great motivation for BSC-CNS staff. Many believe that it is only through
strong efforts to fundamentally change the fabric of Spanish science and industry that Spain will be able to arise from
the crisis and regain a premier economic and industrial leadership role within both European and global markets. By
positioning itself at the forefront of European efforts to compete head-to-head with the United States for leadership
in High Performance Computing architectures and software systems, the BSC-CNS is betting that the modern model it
has adopted of an independent research centre, coupled with the strong creativity and dedication of local researchers,
and the ability of Barcelona as a city and a scientific nexus to attract top international talent, will forge a first class team
with sufficient breadth and depth to challenge the world’s best supercomputing research centres.

Powerful Computing

The BSC-CNS is the National Supercomputing Facility in Spain and manages MareNostrum, one of the most
powerful supercomputers in Europe, located at the Torre Girona chapel.When last upgraded in 2006, the Top500
list ranked the MareNostrum as the 10th most powerful supercomputer in Europe and 40th in the world.

The promise that this vision brings is a future in which key computing technologies are developed here in Barcelona,
in partnership with the world’s leading computing companies, that a new generation of computer architects, pro-
grammers and technicians are trained in Barcelona with skills that make them sought after worldwide, and that local
businesses are able to gain significant competitive advantage by being the first to adopt HPC advances.

During 2010, significant progress was made in this direction with the reaffirmation of the BSC-CNS as one of only
four confirmed European hosting sites for the Tier-0 super computing nodes of the future, under the Europe-wide
PRACE program.Work has begun on the new building adjacent to the MareNostrum facility, which will house the new
supercomputer and serve as the new headquarters for the BSC-CNS. The Spanish Supercomputing Network (RES)
has also continued to expand, with the consolidation of a new node in the Canary Islands,Atlante. The 8th member of
the network, Atlante is located at the Science and Technology Park of the University of Las Palmas de Gran Canaria,
and tackles a diverse range of projects, from the study of photovoltaics to simulations of ocean currents. Requests by
scientists for access to the RES has continued to grow, with demand reaching double the available computing time.
Allocation of time is managed by the Access Committee, whose dedication and professionalism in selecting the best
scientific projects to run on the MareNostrum and other RES nodes is deeply appreciated.

BSC-CNS People 2010
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Number of People

The BSC-CNS continues to attract talented young researchers from across the globe. During 2010, some 381 people
performed research or provided support at the centre, as compared to a mere 50 back in 2005 when the centre was
opened. Over 40% of staff are of foreign nationality, with over 40 countries represented including: Argentina, Austria,
Belgium, Brasil, Bulgaria, Canada, Colombia, Cuba, Denmark, Ecuador, France, Germany, Greece, Hungary, Chile, China,
India, Iran, Ireland, Israel, Italy, Japan, Korea, Mexico, Montenegro, Netherlands, Pakistan, Peru, Poland, Portugal, Romania,
Russia, Serbia, Slovakia, Switzerland, Thailand, Turkey, United Kingdom, USA and Spain.

World Map of Countries of Origin



About the BSC-CNS

The BSC-CNS has developed strong relationships with the research departments of a number of global high-tech firms,
which grow in scope from year to year. |IBM and the BSC-CNS are jointly working on developing the supercomputers
of the future, whilst joint projects with Microsoft are applying the concepts of parallelism to the next generation of
workstations. In 2010, the BSC-CNS was named by NVIDIA as the first CUDA Research Centre in Spain, recognising
broad-based research successes in leveraging the NVIDIA CUDA technology and GPU computing. On the Spanish
front, the collaboration with REPSOL has also grown, with significant efforts being invested in the further development
and refinement of BSC-CNS technology to process massive amounts of seismic data in order to identify remote sub-
sea deposits of oil and gas. Supporting and enhancing the competitiveness of Spanish industry is a key objective of
the BSC-CNS and one which is receiving increasing focus, with efforts being made to reach out to local industry and
facilitate the adoption of HPC technologies.

In the academic arena, the scientific output of BSC-CNS scientists consistently features in top publications and con-
ferences. Each research department within the BSC-CNS both conducts highly specific, in-depth research as well as
collaborating with other departments on broader, multi-disciplinary strategic projects.

Support and Research

The BSC-CNS, which provides both Support to other research institutes, as well as undertaking primary Re-
search in its own right, is organised into 6 core departments; Computer Sciences, Life Sciences, Earth Sciences,
Operations, Computer Applications in Science & Engineering (CASE), and Management.

The Support functions provide technical and operational

ey support to internal and external researchers and scien-

Sciences tists, collaborators and other institutions and industrial

partners. In particular, the Operations Department also

manages all activities relating to the MareNostrum su-

percomputer and access to the other nodes of the RES.

The various departments have a number of scientific re-

search groups, each headed by a Team Leader, which fo-

Of LIS Computer B cus their activities on the study of hardware and system

'?\nplgllscztézzz software for the supercomputers of the future and on

and Engineering the application of computer simulation to the underlying

physical processes of nature, with particular focus on
Life, Earth and Engineering sciences.

Management Life Sciences

BSC-CNS

The Computer Sciences Department is at the forefront of many areas of HPC research, involved in some 19 interna-
tional projects during 2010, including coordinating the FP7 Velox project to develop new programming tools and the
HiPEAC and HPC-Europa networks of excellence, as well as projects with industry leaders, collaborating with IBM to
develop next generation Petaflop supercomputers, with NVIDIA on CUDA architecture for using GPUs in massively
parallel applications, and with Microsoft to develop new programming systems for multicore architectures.

The Life Sciences Department is deeply involved in a number of cutting edge international projects such as MITIN,
METAHIT and ELIXIR which range from development of disease models through to the establishment of biological
information infrastructures. The IMID-Kit project funded by MICINN as a singular strategic project aims to develop
a diagnostic kit for inflammatory diseases, while a newly secured, highly prestigious Advanced ERC grant will seek to
develop new drug design tools.

The Earth Sciences Department is focussed on developing integrated climate models with ever increasing resolution,
such as the CALIOPE project to provide detailed air quality forecasting systems for Spain. CALIOPE is increasingly
being adopted by regional governments around Spain to model impacts on air quality of industrial and urban activities
as well as natural phenomena.

The Computer Applications in Science and Engineering Department continued to advance development of both mo-
delling tools, such as the ALYA platform, with general applications across numerous physical systems,and highly specific
models of important biomechanical systems such as airflow in the human respiratory system, the brain’s arterial sys-
tem, and electromechanical simulations of the heart.

In addition to the projects undertaken by the BSC-
CNS research departments, over 400 external acti-
vities utilised some 75 million hours of computation
on RES systems. These activities, representing fields of
science as diverse as medicine, astrophysics and social
sciences, are evaluated for merit and prioritised by an
independent Access Committee. Requests for access
come from all over Spain, and indeed all over Europe,
testifying to both the quality of the RES facilities and
the ever increasing demand for supercomputing resou-
rces. Requests for access have been steadily increasing
above the level of increased computing power and are

Broad Access

The powerful resources of the MareNostrum Super-
computer and the RES nodes are accessed by a broad
spectrum of Spanish and international scientists.
Computing time is allocated by the Access Commit-
tee, composed of a Core Team and four Expert Pa-
nels of prestigious Spanish scientists external to the
BSC-CNS. Additionally, a percentage of computing
time is reserved for commercial projects to enable
Spanish companies to maintain international compe-
titiveness.

now more than double the available computing time.

The work carried out by the scientists at BSC-CNS resulted in over 88 journals and book chapter publications, 129 key
conference presentations and a number of new patent filings. Additionally, BSC-CNS researchers presented numerous
workshops at both national and international levels, and the centre hosted a number of key international events.

The income of the BSC-CNS in 2010 was €18.5 M of which €11.1
M corresponded to the ordinary budget coming from the patrons
of the BSC-CNS, the Spanish and Catalan Governments; and €7.4 M
from competitive projects. Of particular note, €1.4 M of funding was
derived from projects with private companies. In 2010, the BSC-CNS
participated in 30 competitively funded EU projects, 2| collaborative
projects with industry and |18 national projects.

Patrons of the BSC-CNS

The BSC-CNS is a legally autonomous,
public consortium, with three foun-
ding partners, the Spanish Ministry of
Science & Innovation (MICINN), the
Departament d’Innovacio, Universitats i

Empresa (DIUE) of the Catalan gover- {  The successes of 2010 would not have been possible without the
nment and the Universitat Politecnica |  commitment, hard work, and bright ideas of the staff, students, colla-
de Catalunya (UPC).The voting repre- i borators and visiting researchers who contributed to the BSC-CNS
sentation is divided between MICINN i 314 continue to build the international reputation of the BSC-CNS as
(51%), DIUE (37%), and UPC (12%). a centre of excellence in High Performance Computing and e- Scien-

BSC-CNS Patronage ce.The Directors wish to express their profound gratitude to all who

worked with the BSC-CNS throughout the year, and also give thanks
and recognition to the patrons of the BSC-CNS; MICINN, DIUE and
UPC for their continued strong support, and to the various funding
agencies and private companies who sponsored research and deve-
i lopment activities. This continued strong support during a difficult
MICINN i  economic period is particularly encouraging and much appreciated.

UPC

—

- g—d_—d-f"""_.--"'
CHE T o e
Mateo Valero, Director Francesc Subirada, Associate Director
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Key to the success of the BSC-CNS are the many people of different backgrounds that work and collaborate with
the institute. These include contracted staff, visiting academics, students, and collaborators from other institutes and
private industry, amongst others.

As at 31st December 2010, the core staff of the BSC-CNS included 92 permanent positions, 95 dedicated to specific
projects and 74 scholarship students.These numbers were significantly augmented by additional staff who participated
in the BSC-CNS via a number of programs.

Total personnel who worked at the BSC-CNS throughout the year increased from 339 during 2009 to 381 during
2010, mainly through new temporary and shared staff, resident students, and collaborating and visiting researchers.

Annual BSC-CNS Staff and Collaborators

400
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300 B Earth Sciences
250 - B Computer Sciences
200 B CASE

150 B Operations

100 B Management

50 I H Directors

0 ] T T T T T
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Shared Staff and Human Resource Programs In addition to its own staff, the BSC-CNS hosts shared
staff from other public institutions such as the Technical University of Catalonia (UPC), the Institute for Research in
Biomedicine (IRB) and the Consejo Superior Investigaciones Cientificas (CSIC). In 2010 the BSC-CNS also welcomed
high level scientific personnel from special human resources public programs such as the Ramon y Cajal Program, the
ICREA Program and other personnel training research programs sponsored by various Spanish Ministries.

The BSC-CNS Fe”OWShiP Program The BSC-CNS Fellowship program invites applicants from relevant scien-
tific disciplines to participate in several European research projects and collaborations with international industry such
as IBM and Microsoft. These fellowships are offered for periods of one year, renewable for the duration of the project.
During 2010, the BSC-CNS had 100 student researchers associated to several research projects.

Mobi|ity Programs The BSC-CNS has always supported mobility programs.The objective is to provide access to
advanced computing infrastructures to researchers worldwide in order to promote collaborative research involving
scientists from different countries and provide training to scientists in high performance computing in order to solve
scientific and technological problems.Visitors are also provided with financial support to cover their stay. The BSCCNS
is involved in two major mobility programs:

At the Spanish level, the BSC-CNS participates in a national access program called ICTS, whose objective is to leverage

the knowledge in supercomputing and eScience from the BSC-CNS. This program,

T R which holds selection meetings every 4 months, allowed 6 researchers to access the

SR e BSC-CNS facilities in 2010; their expenses were covered by the Spanish Ministry of
Science and Innovation (MICINN).

At the international level, HPC-Europa2 is a consortium of seven leading High Per-

HPC EUI’O 2 formance Computing (HPC) infrastructures, including the BSC-CNS.The program
= po enables researchers working in any eligible country in Europe to visit a participating

ferimpe e e S e come®3. research institute to carry out a collaborative visit of up to |13 weeks duration and

to gain access to some of the most powerful HPC facilities in Europe. During 2010
the BSC-CNS hosted 64 of these visitors.




({ BSC-CNS Governing Bodies

Members of the BSC-CNS Board of
Trustees as at 3Ist December 2010

President
Felipe Pétriz, Secretary of State for Research, MICINN

Vice President

Joan Majo, Comissioner for Universities and Research,
DIUE

Representatives MICINN

Montserrat Torné, Director General for International
Cooperation and Institutional Relations, MICINN

Francisco Montero,Vice President of Organization and
Institutional Relations, CSIC

José Ignacio Doncel, Deputy Director General of Pro-
motion, Technological Infrastructure and Large Facilities,

MICINN
Representatives DIUE

Josep Ribas, Director General of Universities
Joan Roca, Director General of Research

lolanda Font de Rubinat, Deputy Director General of
Research

Representatives UPC
Antoni Giro, Rector
Josep Casanovas,Vice Rector of University Policy

Sebastia Sallent, Director Fundaci6 i2CAT

Representatives BSC-CNS

Mateo Valero, Director, BSC

Francesc Subirada, Associate Director, BSC
Ernest Quingles, Manager, BSC

Commission Secretaries:
Mario Maza, State lawyer
Javier Zuloaga, State lawyer

Members of the BSC-CNS
Executive Committee as at 3lst
December 2010

President

Montserrat Torné, Director General for International
Cooperation and Institutional Relations, MICINN

Vice President

Joan Roca, Director General of Research, DIUE

Representative MICINN

José Ignacio Doncel, Deputy Director General of Pro-
motion, Technological Infrastructure and Large Facilities,
MICINN

Representative DIUE

lolanda Font de Rubinat, Deputy Director General of
Research, DIUE

Representatives UPC

Ana Pérez,Vice Rector for Research and Innovation
Josep Casanovas,Vice Rector for University Policy

Strong Governance

Overall governance of the BSC-CNS is provided by the
Board of Trustees, formed by members of the three ins-
titutions that are partners of the BSC-CNS Consortium,
and will be further supported by the Scientific and Busi-
ness Advisory Boards (still in formation). Strategic direc-
tion is provided by the Executive Commission and this
devolves to day-to-day management via the Management
Board. Reporting to the Management Board are the va-
rious scientific and support departments.

Board of
Trustees

Scientific Executive Business
Advisory Board

Advisory Board Commission

Management
Board

Representatives BSC-CNS

Mateo Valero, Director, BSC

Francesc Subirada, Associate Director, BSC
Ernest Quingles, Manager, BSC
Commission Secretaries

Mario Maza, State lawyer

Javier Zuloaga, State lawyer

Management Board

Management Board Chairman
Mateo Valero, Director

Management Board Vice-Chairman

Francesc Subirada, Associate Director

Members

Jesus Labarta,
Comeputer Sciences Director

Eduard Ayguadé,
Computer Sciences Associate Director

José Maria Baldasano,
Earth Sciences Director

Modesto Orozco,

Life Sciences Director

Sergi Girona,

Operations Director

José Maria Cela,

Computer Applications in Science and Engineering Director

Ernest Quingles,
Management Director

About the BSC-CNS

Access Committee

Core Team

Victoria Ley Vega de Seoane, Agencia Nacional de
Evaluacién y Prospectiva

Ramon Beivide, Universidad de Cantabria

Ramoén Lépez de Arenosa, Ministerio de Educacion y
Ciencia

José Maria Cela, Barcelona Supercomputing Center-
Centro Nacional de Supercomputacion

Biomedicine and Health Sciences Expert
Panel

Coordinator:Alfonso Valencia, Centro Nacional de Inves-
tigaciones Oncoldgicas

Assistant: Manuel Palacin, Universidad de Barcelona

Chemistry and Material Sciences Expert
Panel

Coordinator: Enrique Lomba, CSIC - Instituto de Quimica
Fisica Rocasolano

Assistant: Mariona Sodupe, Universitat Autdbnoma de Bar-
celona

Physics and Engineering Expert Panel

Coordinator: Pablo Ordején, CSIC-ICN Centre
d’Investigacié en Nanociéncia i Nanotecnologia

Assistant: Rodolfo Bermejo, Universidad Politécnica de
Madrid

Astronomy, Space and Earth Sciences Expert
Panel
Coordinator: José Maria Ibafiez, Universidad de Valencia

Assistant: Ramon Carbonell, CSIC-Institute Earth Scien-
ces “Jaume Almera”

RES Users’ Committee (CUREYS)

Area Physics and Engineering (FI)
representative

Javier Jiménez Sendin, Fernando Martin Garcia

Area Chemistry and Material Sciences
(QCTM) representative

Rubén Pérez, Nuria Lopez

Area Biomedicine and Health Sciences
(BCV) representative

Carme Rovira, Francisco Javier Luque

Astronomy, Space and Earth Sciences
(AECT) representative

Jordi Torra,Vacancy available

RES Management and technicians
representative

Sergi Girona

13
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({ BSC-CNS Staff and Collaborators during 2010

Direction

Director: Mateo Valero

Associate Director: Francesc Subirada
Director Assistant: Lourdes Cortada
Associate Director Assistant: Judith Camba
PRACE Research Manager: Carlos Mérida
Academic Programs Coordinator: Ulises Cortés
Facility Management Consultant Operations:
Ramon Pallisa

Travel Administrative Student: Sara Mula

Computer Sciences Department
Comeputer Sciences Director: Jesus Labarta
Computer Sciences Associate Director: Eduard

Ayguadé

Autonomic Systems and e-business
Platforms

Autonomic Systems and e-business Platforms Group Ma-
nager: Jordi Torres

Senior Researcher:Viceng Beltran
Associate Researcher: David Carrera
Associate Researcher: Javier Alonso
Associate Researcher: Jordi Guitart
Associate Researcher: Mario Macias
Associate Researcher:Yolanda Becerra
Resident Student: Gemma Reig
Resident Student: Ifiigo Goiri

Resident Student: Jorda Polo

Resident Student: Josep Oriol Fito
Resident Student: Zeus Gémez
Research Support Engineer:Alexandre Vaqué
Visitor: Anastasios Papagiannis

Visitor: Cristian Gonzalez
Visitor:Valeria Quadros

HPC Europa Visitor:Alessandro Cilardo

Computer Architecture for Parallel
Paradigms

Computer Arquitecture for Parallel Paradigms Manager:

Adrian Cristal

Computer Arquitecture for Parallel Paradigms Manager:

Osman Unsal

Senior Researcher: Ibrahim Hur
Resident Student: Adria Armejach
Resident Student:Azam Seyedi
Resident Student: Cristian Perfumo
Resident Student: Ferad Zyulkyarov
Resident Student: Gokcen Kestor
Resident Student: Gokhan Sayilar
Resident Student: Gulay Yalcin
Resident Student: Isidro Gonzalez
Resident Student: Ismail Ege Akpinar
Resident Student: Ivan Ratkovic
Resident Student: Milan Stanic
Resident Student: Milovan Duric
Resident Student: Nebojsa Miletic
Resident Student: Nehir Sonmez
Resident Student: Nikola Bezanic
Resident Student: Nikola Markovic
Resident Student: Oriol Arcas Abella
Resident Student: Otto Pfliicker
Resident Student: Sasa Tomic
Resident Student: Srdjan Stipic
Resident Student: Sutirtha Sanyal
Resident Student: Timothy Hayes
Resident Student:Vasileios Karakostas
Resident Student:Vesna Smiljkovic
Resident Student:Vladimir Gajinov
Associate Research Support Engineer: Javier Arias
Associate Research Support Engineer: Oscar Palomar

Visitor: Ferran Ollé Pla

Grid Computing and Clusters
Grid Computing Group Manager: Rosa M. Badia

Senior Researcher:Vassil Nikolov Alexandrov
Researcher: Javier Alvarez

Researcher: Jorge Ejarque
Researcher: José Maria Pérez

Researcher: Marta Garcia

Researcher: Raiil Sirvent

Associate Researcher: Daniele Lezzi
Associate Researcher: Julita Corbalan
Associate Researcher: Marc Casas Guix
Resident Student: Aislan Foina

Resident Student: Francesc Lordan
Resident Student:Vinoth Krishnan
Resident Student: Jan Ciesko

Resident Student: Judit Planas

Resident Student: Maja Etinski

Resident Student: Pieter Bellens

Resident Student: Rahul Gayatri

Resident Student: Roger Rafanell Mas
Resident Student:Vladimir Marjanovic
Associate Resident Student: Enric Tejedor
Research Support Engineer: Lluis Martinell
Visitor:Vanessa Ramirez

HPC Europa Visitor: Annika Schiller

Heterogeneous Architectures

Heterogeneous Architectures Group Manager:
Alex Ramirez

Senior Researcher:Yoav Etsion
Researcher: Miquel Pericas

Associate Researcher: Carlos Alvarez
Associate Researcher: Carlos Villavieja
Associate Researcher: Esther Salami
Associate Researcher: Friman Sinchez
Associate Researcher: Mauricio Alvarez
Associate Researcher: Roberto Hexsel
Resident Student:: Antonio Quesada
Resident Student: Fahimed Yazdanpanah

Resident Student: Alejandro Rico

Resident Student: Augusto Vega

Resident Student: Branimir Dickov

Resident Student: Felipe Cabarcas

Resident Student: Karthikeyan Palavedu

Resident Student: Milan Pavlovic

Resident Student: Muhammad Shafiq

Resident Student: Tassadaq Hussain

Associate Research Support Engineer: Paul Carpenter
Visitor: Luis Hernando

HPC Europa Visitor: Ozcan Ozturk

Network Processors

Network Processors Group Manager:
Mario Nemirovsky

Associate Researcher:Alejandro Pajuelo
Associate Researcher: Javier Verdu
Resident Student: Mauro Pisano
Resident Student: Ruken Zilan

Visitor: Daniele Busin

Operating System / Computer Architecture
Interface

Operating System / Computer Architecture Interface
group Manager: Francisco Cazorla

Senior Researcher: Eduardo Quifiones
Senior Researcher: Jaime Abella
Researcher: Roberto Gioiosa
Resident Student: Qixiao Liu

Resident Student: Alessandro Morari
Resident Student: Bojan Maric
Resident Student:Vivek Sabbineni
Resident Student: José Carlos Ruiz
Resident Student: Kamil Kedzierski
Resident Student: Leonidas Kosmidis
Resident Student: Marco Paolieri
Resident Student: Muhammad Ismail
Resident Student: Petar Radojkovic
Resident Student: Roberta Piscitelli
Resident Student:Victor Javier Jiménez
Resident Student:Vladimir Cakarevic
Associate Resident Student: Miquel Moreto

Visitor: Emery Berger
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Programming Models

Parallel Programming Models Group Manager:
Xavier Martorell

Senior Researcher: Gabor Janos
Senior Researcher:Alejandro Duran
Researcher: Roger Ferrer

Researcher: Xavier Teruel

Associate Researcher: Daniel Jiménez
Associate Researcher: Isaac Gelado
Associate Researcher: Juan José Costa
Associate Researcher: Marc Gonzilez
Associate Researcher: Marisa Gil
Associate Researcher: Montserrat Farreras
Associate Researcher: Nacho Navarro
Resident Student: Diego Luis Caballero De Gea
Resident Student: Bastien Frank
Resident Student: Cecilia Gonzilez
Resident Student: Daniel Cabrera
Resident Student: Javier Bueno
Resident Student: Javier Cabezas
Resident Student: Lluc Alvarez
Resident Student: Lluis Vilanova
Resident Student: Michail Alvanos
Resident Student: Nikola Vujic
Resident Student: Ramon Bertran
Resident Student: Sara Royuela
Resident Student:Victor Garcia
Visitor: Carlo Bertolli

Visitor: loanna Tsalouchidou

HPC Europa Visitor: Matteo Comin

Performance Tools

Performance Tools Group Manager: Judit Giménez
Senior Researcher: José Carlos Sancho Pitarch
Senior Researcher: Kevin Huck

Research Manager Prace: Ramnath Sai Sagar Thumbava-
nam Padmanabh

Researcher: Eloy Martinez

Researcher: Francisco Javier Pegenaute

Researcher: German Rodriguez

Researcher: German Llort

Researcher: Harald Servat

Researcher: Pedro Antonio Gonzalez
Associate Researcher: Xavier Andrade
Resident Student: Ana Jokanovic

Resident Student: Oscar Amoros

Resident Student:Victor Lopez

Resident Student:Vladimir Subotic

Technical Support Res Project: Juan Gonzilez

HPC Europa Visitor: Cristian Grozea

Storage Systems

Storage Systems Group Manager: Toni Cortés
Researcher: Ernest Artiaga

Researcher: Jacobo Giralt

Researcher: Jan Wiberg

Researcher: Jonathan Marti

Researcher: Juan Gonzéilez De Benito
Researcher: Ramon Nou Castell
Researcher:Thanos Makatos

Junior Researcher: Paul Hermann Lensing
Junior Researcher: Matthias Werner Brugger
Resident Student:Albert Miranda

Resident Student: Kousik Dheena

Earth Sciences Department

Earth Sciences Director: José Maria Baldasano
Senior Researcher:Arnau Folch

Researcher: Matthias Piot

Associate Researcher: Carlos Pérez

Associate Researcher: Enric Terradellas

Associate Researcher: Maria Goncalves
Associate Researcher: Pedro Jiménez

Resident Student: M del Mar Martinez

Resident Student: Simone Marras

Research Support Engineer:Albert Soret

Research Support Engineer: David Carrio

Air Quality

Air Quality Group Manager: Santiago Gasso
Researcher: Elies Campmany i Pons
Researcher:Valentina Sicardi

Resident Student: Gina Ferrer

Resident Student: Kasja Witlox

Resident Student: M Teresa Pay

Resident Student: Regina Margarita Isern
Resident Student:Yenny Gonzalez

Research Support Engineer: Cristina Niubd
Research Support Engineer: Francesc Martinez
Research Support Engineer: Francesco Benincasa
Research Support Engineer: Joana Aina Ortiz
Research Support Engineer: Luca Telloli
Research Support Engineer: Marc Guevara
Technical Project Support: Laura Gonzalez
Technical Support: Kim Serradell

Visitor: Sylvain Mailler

Climate Change

Senior Researcher: Maria Val

Metereological Modelling

Metereological Modelling Group Manager: Oriol Jorba
Resident Student: Alba Badia

Resident Student: Michele Spada

HPC Europa Visitor: Mathias Ritter

Mineral Dust

Resident Student: Angel Alberto Rincén
Resident Student: Karsten Haustein
Resident Student: Sara Basart

HPC Europa Visitor: Italo Epicoco

HPC Europa Visitor: Silvia Mocavero

Life Sciences Department

Life Sciences Director: Modesto Orozco

Computational Genomics

Comeputational Genomics Group Manager:
David Torrents

Senior Researcher: Barbara Montserrat

Senior Researcher: Josep Maria Mercader
Researcher: Xavier Pastor

Junior Researcher: Santiago Gonzalez

Resident Student: Elisa Duran

Resident Student: Leyden Fernandez

Research Support Engineer: Montserrat Puiggros

Research Support Engineer:Valenti Moncunill

Electronic and Atomic Protein Modelling

Electronic and Atomic Protein Modelling Group Manager:
Victor Guallar

Senior Researcher: Armin Madadkar
Researcher: Marcelo Puiatti

Researcher: Benjamin Philip Cossins
Researcher: Diego Fernando Masone
Researcher: Frank Heinrich

Researcher: Israel Cabeza deVaca

Researcher: Maria de Fatima Assungao Lucas
Researcher: Suwipa Saen Oon

Resident Student: Evangelos Daskalakis

Resident Student: Max Von Vopelius

Resident Student: Ryoji Takahashi

Resident Student: Seyed Ali Hoseini

Resident Student:Victor Alejandro Gil Sepulveda
Research Support Engineer: Manuel Augusto Rivero
Visitor:Arturo Saliva

Visitor: James Valdés

INB-Computational Node 2

INB-Computational Node Group Manager:
Josep Lluis Gelpi

Researcher: Dmitri Reptchevski
Researcher: Laia Codo Tarraubella
Resident Student: Alexis Torrano
Research Support Engineer:Jordi Camps

Research Support Engineer:Romina Royo



Molecular Modelling and Bioinformatics

Molecular Modelling and Bioinformatics Group Manager:
Modesto Orozco

Senior Researcher: Josep Ramon Goii
Researcher:Alberto Pérez

Resident Student: Antonella Paladino
Resident Student: Ozgen Deniz
Research Support Engineer: Pau Andrio

Visitor: Kenneth Merz

Protein Interactions and Docking

Protein Interactions and Docking Group Manager:
Juan Fernandez

Junior Researcher:Athi Narayanan
Resident Student: Albert Solernou
Resident Student: Brian Jiménez
Resident Student: Chiara Pallara
Resident Student: Laura Pérez
Resident Student: Mathias Pfeifer
Resident Student: Miguel Romero
Resident Student: Soléne Grosdidier
Resident Student: Xavier Lucas Cabré
Research Support Engineer:Carles Pons
Visitor: Ida Fardi

Visitor: Jawon Song

Visitor: Jordi Triguero

Visitor: Samuel Flores

HPC Europa Visitor: Lykourgos Chinadis

Computer Applications in Science
& Engineering Department

Computer Applications in e-Science and Engineering
Director: José Maria Cela

Associate Researcher: Carles Serrat

High Performance Computational Mechanics

High Performance Computational Mechanics Group
Manager: Mariano Vazquez

Senior Researcher:Alejandro Soba

Senior Researcher: Mauricio Gaspar Hanzich
Senior Researcher: Rogeli Grima
Researcher: Margarida Moragues
Researcher: Georg Huhs

Researcher: Hadrien Calmet

Researcher: Josep Felix Rubio

Researcher: Romain Mathieu Aubry
Researcher: Ruth Aris

Researcher: Xavier Rubio

Resident Student: Chiara Scaini

Resident Student: Cristina Montafiola
Resident Student: Oscar Francisco Peredo
Resident Student: Pierre Lafortune
Visitor: Paula Villar

Visitor: Sujith Visalam Sukumaran

HPC Europa Visitor: Donald Taylor

HPC Europa Visitor: Felipe Cruz

HPC Europa Visitor: Rhodri Bevan

Physical and Numerical Modelling

Physical and Numerical Modelling Group Manager:

Guillaume Houzeaux

Senior Researcher:Angel Heriberto Coppola
Senior Researcher: José de La Puente Alvarez
Researcher:Albert Farrés
Researcher:Anne-Cécile Lesage

Researcher: Edgar Alejandro Bea

Researcher: Mauricio Andrés Araya
Researcher: Miquel Catala

Researcher: Mohammed Jowkar

Researcher: Radl De La Cruz
Researcher:Tano Varadinov

Researcher: Xavier Saez

Junior Researcher: Natalia Gutiérrez
Resident Student: Ane Beatriz Eguzkitza
Resident Student: Cristébal Augusto Samaniego
Resident Student: Jelena Koldan

Visitor: Chantal Pic

Visitor: Benoit Ozell

Operations Department
Operations Director: Sergi Girona
Linux/ Unix Administrator: Guillermo Aguirre de Carcer

Linux/Unix Administrator: Gabriele Carteni

Technical Res Project : Montserrat Gonzalez

System Administration

Systems Group Manager: Javier Bartolomé
Helpdesk: Antonio Espinar

Helpdesk: Pedro Gémez

Helpdesk: Ferran Sellés

Network Administrator: Albert Benet
Performance Technician: Alejandro Lucero
Security And Networks: Juan Carlos Sanchez
System Administration: Carles Fenoy

System Administration: David Ocafa

System Administration: Jordi Valls

System Administration: Sergi Moré

User Support

User Support Group Manager: David Vicente
Support And Application Consultant: Jorge Rodriguez
User Support: Christian Simarro

User Support: Jorge Alberto Naranjo

User Support: Xavier Abellan

Visualitzation Technician: Carlos Tripiana

Web Graphic Designer: Jasmina Tomic

Web Graphic Designer:Valeria Azuriz
Webmaster: Nuria Montoya

Webmaster: Silvina Rusinek

Visitor Movilidad Espafiola: Ifaki Silanes

Visitor Movilidad Espafiola (ICTS): Raquel Alvarez

Facility Management
Facility Management Group Manager: Ahmet Senata

Maintenance Assistant: Albert Riera

About the BSC-CNS

Management Department

Management Director: Ernest Quingles

Finance and Business Administration

Administration, Finance and Human Resources Group
Manager: Mercé Calvet

Account Officer: M Cristina Calonge
Finance Assistant: Judit Soldevila

General Assistant: Gloria Alvarez

General Assistant: Laura Gutiérrez

General Assistant: Neus Jiménez

General Assistant: Nuria Sirvent

Human Resources Officer:Ana Isabel Martin
Human Resources Officer: Lara Cejudo
Information System Developer:Toni Matas
Purchase Officer: Cristina Vargas

Purchase Officer: Elena Miré

Sap Technician: Rubén Ortiz

Technical Support For Economic Management Project:
Marina Utges

Travel Administrative Student: Aurora Rodriguez

Marketing and Communication
Communications Officer: Maria José Barroso
Communications Officer: Sara Ibafiez

ECRI Organisation Officer: Eva Comino
ECRI Organisation Officer: Ruth Pina
Marenostrum Visitors Manager: Oriol Riu
Marketing Assistant: Sonia Castel

Marketing Executive: Renata Giménez

Project Management

Research Project Group Manager: Eugene Griffiths
Research Project Manager:Anais Gonzilez

Research Project Manager: Gina Alioto

Research Project Manager: Guadalupe Moreno
Research Project Manager: Pilar Callau

Research Project Manager: Maria Carreras

Research Project Manager: Marta Rossellé

Research Project Manager: Nuria Nadal
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|.3 Financial Accounts

The financial accounts for 2010 presented here were drawn Income 2010
up following the accounting principles laid out in the General

Plan of Public Accounting. The operating budget of the BSC- Other
CNS Consortium for the fiscal year 2010 was composed of
ordinary income derived from contributions by its patrons,
as well as project income derived from competitive funding
sources and agreements reached with private organisations.
This income was then employed to cover expenses, including Competitive
costs of operations and fulfilment of all financial obligations. Projects

Ordinary
Income

(€ Income

The Consortium income of €15.939.527 recognised for fiscal year 2010 was derived from public administration
contributions from the Ministry of Science and Innovation (MICINN), Generalitat de Catalunya (GdC) and European
Commission (EC), as well as from agreements, contracts or other collaborative agreements with private organisations.
Furthermore, the consolidated budget of the BSC-CNS included the assignment of internal resources carried over
from the previous year’s provisions.

INCOME AMOUNT €
Ordinary Income 6.746.969
Ministerio de Ciencia e Innovaciéon 4.335.320
Generalitat de Catalunya 2.411.649
Ministerio de Ciencia e Innovacién 804.086
Generalitat de Catalunya 254.245
European Commission 1.577.587

Private Companies 1.404.413

Other Income 7.704.873

Applied Previous Preserves 2.552.646
Strategic Investment 3.327.330

Overheads/Capital Transfers 1.824.897
TOTAL INCOME 18.492.173

Ordinary Income refers to the base operating budget provided by the Consortium Partners.

Competitive Income represents the funds derived from competitive project grants from various Ministries, the
European Commission and R&D projects sponsored by private companies.

We not include as income for the period the advance competitive project funds receipt for future multi-year programs
that are progressively applied over the lifetime of each project.

Other Income includes strategic investments, overheads and capital transfers.

Strategic Investments are funds assigned by the Consortium Partners to finance key investments such as the
construction of the new building to house the BSC-CNS, increases in supercomputing hardware and the repayment
of loans taken out by the Consortium to finance the upgrade of the MareNostrum and the establishment of the RES.

Overheads are incomes derived from ordinary projects, which according to the norms of the BSC/CNS are charged
10% to cover overhead expenses.

Capital Transfers are incomes derived from the yield on the capital accumulated from multiannual reserves for the
execution of competitive projects and strategic investments, deposited in different bank accounts.

About the BSC-CNS

(€ Breakdown of Competitive Income

The charts below depict total competitive income received during the year, including advances of funds for multi-year
projects. This is in contrast to the previous chart showing total income breakdown, where only income relating to the
current fiscal year is included.

Competitive Income Evolution Competitive Funding 2010
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(€Expenses

The expenses of the BSC-CNS Consortium in the fiscal year 2010 include all costs associated with personnel, running ex-
penses and investments financed either by the ordinary budget or from project funding derived from competitive grants.

Ordinary Budget Projects Budget Total
Personnel 4.384.366 3.762.544 8.146.909
Investments 3.973.237 136.179 4.109.417
Current Expenses 3.194.771 3.041.076 6.235.847
TOTAL EXPENSES 11.552.374 6.939.798 18.492.173

Personnel refer to salaries and associated charges directly related to the
employment of staff contracted by the BSC-CNS. It does not include salaries Expenses 2010
and associated charges of visitors or other collaborators who continued to
be paid via their originating institution. Current
. , - Expenses Personnel
There was high growth of the center’s staff related to the activity of current P
projects. The increase in personnel costs funded by project budget was 46%

over the previous year.

Investments include all expenditures on computing and scientific equip-
ment and infrastructure. It also includes other key investments such as the
construction of the new building to house the BSC-CNS and strategic super- Investments
computing hardware.

Current Expenses include office space rental, furniture, fixtures and fittings, office computer equipment, security
services, maintenance and cleaning services, telephones and networking, legal services, marketing, insurances and power.

In 2010, the BSC-CNS invited 10 public calls in order to accept 4 supply tenders, 5 services tenders and 1 works tender.
All of the acquisitions were made following the legal procedures established by the law regulating contracting in public
administrations, and all contracts were open to public tenders. The works tender was held for the launching of the
preparatory work for the land and demolition of UPC buildings, in order to start the construction of the new building
of the BSC-CNS.

The BSC-CNS was the local organiser of the 6th European Conference on Research Infrastructures, ECRI2010, incu-
rring costs to cover lodging and catering for the event. The funding granted for organising this conference was a total
amount of 525,000€ by the MICINN and 170.000€ by the EC.
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|.4 Technology Transfer

One of the main objectives of BSC-CNS is to proactively transfer technology to industry, both as an objective in itself
in terms of dissemination of scientific output, and also with the intention to generate industrial returns.

Technology Transfer can occur in many ways, including the publication of research results in academic as well as in-
dustry journals, licensing of proprietary technology (which is usually protected via patents or copyright) to private
industry, spin-off of technology and know-how into a start-up company, joint collaborations with industry in applied
research and development of new techniques and products, training of scientists and technicians who then go on to
work for private industry, and direct training of workers via short courses, workshops, etc.

It is generally very difficult to patent advances in computer coding and chip design and this limits the opportunities to
directly license or spin-off new supercomputing technologies. Although the BSC-CNS does do this when possible, the
main focus in technology transfer is in the training of people and joint R&D.

In 2010 the Operations Department expanded its training courses for both RES users and operators of RES nodes,and
continued its work to offer improved levels of user support to assist users in overcoming technical issues.

Joint collaborations with private industry are undertaken at both the system level, via direct collaborations with in-
dustry leaders such as IBM and Microsoft, and at the application level, where a significant research effort is dedicated
to providing supercomputing based models for solving engineering problems in industrial sectors such as aerospace,
transport, energy, medicine, geology, etc.

(€{IBM Marelncognito

=== =  Marelncognito is a bilateral IBM-BSC research project The Marelncognito Project
= =— === to define the hardware and software components for )
—_——— W — . L Programming
e == ' === the new generations of Petascale supercomputers, un- Applications models

der the umbrella of a memorandum of understanding, led by Mateo Valero and
Jesus Labarta. It encompasses research in several fields related to supercom-
puting, including: application porting and novel numerical methods, program-
ming models and their runtime implementation, performance analysis and analysis prototype
prediction tools, resource management layers, interconnection networks, and tools
memory and processor architecture for novel multicore-based architectures.

During 2010, the Project has been redefined in three major research areas:
architecture, performance and workflows. A set of SOWs for specific work

within each research area have been defined, and plan to start during 201 |.

Interconnect Processor
and node

({Kaleidoscope (Repsol)

The Kaleidoscope Project, led by José Maria Cela, is a “dream team” partnership of top geophysi-

REPIOL cists, computer scientists and organisations from around the world. It has been initiated by Repsol
YPF, a Spanish integrated oil company with large assets in the US Gulf of Mexico, 3DGeo, a leading
[ Houston-based imaging company formed by Stanford University professor and seismic imaging pio-

neer Biondo Biondi, and the BSC-CNS.The Kaleidoscope Project has privileged access through the
BSC-CNS to Cell/BE based systems and technology because the BSC-CNS is one of the few research
centres in the world developing libraries and codes for such processors.

The Kaleidoscope Project aims to produce more reliable and faster (by several orders of magnitude) software tools to
analyse geo-seismic data and visualise below the thick layers of salt present in the Gulf of Mexico.This will significantly
reduce exploration risks and make accessible oil reserves that otherwise would be invisible to the industry.

({ BSC-Microsoft Research Centre

The BSC-Microsoft Research Centre, led by Osman Unsal and Adrian Cristal,

@ Microsoft Research was established in April 2008 to focus on the way in which microprocessors

and software for the mobile and desktop market segments will be designed and

Centre interact over the next 10 years and beyond.The presence of many- and multi-

core processor computing architectures has make it possible to deliver enor-

mous computational power on a single chip, with profound implications for the way software is developed. Optimising

the design and interaction of hardware and software architectures to take advantage of the new computing power will
require tight integration across the industry.

Comeputer architecture experts at BSC-CNS are teamed up with computer scientists at Microsoft Research Cambrid-
ge (in the United Kingdom) and Redmond (in the United States) to look for innovative solutions to the challenges and

Performance Models and Load
balancing

About the BSC-CNS

opportunities that massively parallel processing entails. The vision of the centre is of a top-down computer architec-
ture in which software requirements drive the hardware innovation forward rather than letting the hardware design
condition software development. Fundamental and applied research is being conducted in the following main topics:
hardware/software transactional memory, runtime systems to support dataflow paradigms in novel architectures, OS/
architectural support for managed programming languages and vector architectures for low-power media devices.

(€ Nvidia-BSC CUDA Research Center

51 The BSC-CNS has been named by NVIDIA as a 2010
CUDA Research Center, the first one in Spain. The
CUDA Research Center Program recognizes and fos-
ters collaboration with research groups at universities
and research institutes that are expanding the frontier
of massively parallel computing. The Center, lead by
Prof. Nacho Navarro, recognizes BSC-CNS’s broad-
based research success in leveraging the NVIDIA CUDA technology
and GPU computing, both in major research initiatives such as Global
Memory for Accelerators (GMAC) and in projects dealing with the op-
timisation of applications, such as Reverse Time Migration (RTM).The CUDA Research Center also recognises BSC’s
efforts in CUDA education, highlighted by means of the 2010 Summer School, “Programming and tUning Massively
Parallel Systems (PUMPS),” offered in July on the Barcelona university campus.The event was co-sponsored by the Uni-
versity of lllinois, the HIPEAC NOE and NVIDIA, with distinguished faculty members Dr. David B. Kirk of NVIDIA and
Prof.Wen-mei Hwu of the University of lllinois. PUMPS attracted more than 100 attendees from throughout the EU
and beyond, from beginners to advanced faculty. The Center will promote the training in programming languages like
CUDA, OpenCL, OpenMP, and StarSs, and the efficient optimisation of runtime environments and numerical methods.

AWvIinDLA

({ Other Industry and Institutional Collaborations

Gas Natural AEMET (The State Meteorological Agency)

"
Goal: to study the impact of natural . Goal: to implement, disseminate and va- =
gas-powered vehicles on the air quali- gﬂSNEturﬂl lidate the operational prediction of the Air._.mé{-
ty in Barcelona and Madrid. North African dust transport in the Iberian
Peninsula as well as to perform modelling, detection, follow-
ITER Project up and characterisation studies of atmospheric material.

HERETIND
D HROSDH AFSRFITE
D LAY AR

Goal: to develop and implement an operational high-re-
CISCO Systems Inc. solution air quality forecasting system for Spain, providing
end-users with an air quality forecasting and assessment

Goal: to model multicore multithrea- service for Spain and Europe with higher detail for some
ded architectures in typical network  # } I lal l Iy o spot areas.

applications and estimate the perfor- CISCO.
mance of different architectures.

dgana Tourw 2 Usermrgs

Goal: to provide computational resources, including |
Million CPU-hours in MareNostrum, to ITER, the EU's CALIOPE
hydrogen fusion reactor project.

Government of the Canary Islands
SGSTECNOS S.L. wimmen 909 Goal: to develop an information system

Goal: the goal of this collaboration was to perform an about the air quality forecast and surveillance uﬁﬁfﬁ"ﬁ;
impact assessment on the air quality from combined cycle of the Canary Islands.
power stations.

PB Power

Goal: to perform air quality modelling.

EGMASA Project T

TONSETERA DE METAD ANEENTE

DB Goal: to provide the Andalusia Government with an ope-
= = PB Power rational air quality forecasting and assessment service,

BCNEcolosia which will allow the simulations of photochemical and
g particulate matter pollution with high-spatial and tempo-
Goal: to perform a simulation for _B nch Jool ral resolution for Andalusia: | km2 and | hour.

' . . . ECOLOGIA b
the Air Quality Plan in Catalonia. N e
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|.5 The New Supercomputing Infrastructure for Europe

|.6 Planning a New Home for the BSC-CNS

({PRACE - Partnership for Advanced Computing in Europe
Background

The Partnership for Advanced Computing in Europe (PRACE) is a pan-European

Pﬂﬂg[ Research Infrastructure for High Performance Computing (HPC) and forms the

top level of the European HPC ecosystem.The infrastructure consists of various

tier-0 supercomputers distributed across the continent, with a centralised or-

ganisation which plans deployment and manages access to the computational

resources.Through PRACE, European scientists and technologists are being pro-

vided with world-class supercomputers with capabilities comparable to those

available in the USA and Japan. These leadership class systems will help the continent’s scientists and engineers to
remain internationally competitive.

In June 2010, The PRACE Research Infrastructure was inaugurated at a ceremony held in Barcelona involving EC De-
puty Director General Zoran Stancic and representatives of 20 nations (see map below).This ceremony was the cul-
mination of many years work to create a distributed European supercomputing research infrastructure. Commission
Vice-President for the Digital Agenda Neelie Kroes said:“l warmly welcome the launch of the PRACE supercomputer
infrastructure as scientific computing is a key driver for the development of modern science and technology and for
addressing the major challenges of our time like climate change, energy saving and the ageing population.” The PRA-
CE Research Infrastructure was created as an International Association (AISBL) with its headquarters in Brussels. In
parallel, from June 2010 the PRACE First Implementation Phase Project continued providing support for the PRACE
Research Infrastructure with the financial support of the EU’s 7th Framework Programme.

A world class HPC Infrastructure has two unique characteristics which set it apart from other research infrastructures:
it serves all scientific disciplines, and it needs to be continually upgraded in order to ensure global leadership. Four
Partners are responsible for hosting the PRACE supercompu-
ters; these partners are Germany, France, Spain and Italy. At the
end of 2010 the PRACE Research Infrastructure was operating
with two of its Tier-0 nodes active (Germany and France). Spain
and lItaly will be deploying their systems in the next two-three
years,and an aggressive upgrade program has been set by which
each hosting partner will renew its resources on a 3-4 year
cycle.The four Hosting Members have agreed to provide a sum
total of 400 million Euros over the next 5 years for the PRA-
CE Research Infrastructure. This funding will be complemen-
ted by up to 70 million Euros from the European Commission
as well as contributions from the 16 Non Hosting Partners.

BSC-CNS and PRACE

The BSC-CNS played a key role in the creation of the PRACE
Research Infrastructure at all levels, with Sergi Girona serving as
Chairman of the Board of Directors, significant technical contri-
butions, and leading the organisational design. This included the
selection of the best legal form, the design of the governance
structure, the funding and usage model, and the peer review pro-
cess, resulting in the PRACE statutes and initial agreement which
were signed in May 2010.

The BSC-CNS also designed, commissioned and constructed the
Maricel prototype for PRACE.This machine uses the IBM Cell/B.E.
architecture, has 1344 cores and a peak performance of more
than [0 TFlops.In 2010 Maricel was used for performance analysis
for various applications, and to develop the CellSs programming
language (under the StarSs programming model). The BSC-CNS contributed to the development of the operation servi-
ces that will be used in the PRACE Research Infrastructure for interconnecting and managing the different supercompu-
ting nodes.The BSC was an active participant in STRATOS in 2010, the PRACE Advisory Group for strategic technologies,
which involved more than 80 HPC stakeholders including vendors and academia. Extensive dissemination and training
activities were also carried out by the BSC-CNS, including the organisation of the PRACE Autumn School.

In 2010, site preparations commenced for the construction of the new BSC-CNS building,
which is scheduled to complete in 201 3.

Iij'ﬁ'u'l 155:."\'1 L

The MareNostrum supercomputer is housed in the Capella Torre Girona in Barcelona. However, currently the majo-
rity of the management and research staff of the BSC are housed in several separate facilities belonging to the UPC
and Consorci de la Zona Franca. The new building will enable all the departments of the BSC-CNS to be housed
under one roof.

Sectional Plan of the New BSC-CNS Building Showing Functional Areas The Chapel Girona

The new building, which will be located adjacent to the Capella Girona, has a dedicated section to host a future super-
computer even more powerful than the MareNostrum.The Operations Department has been heavily involved in the
design of this new facility and will be responsible for its operation once the building is completed in 2013.

Covering 12.965m2 with 3 levels below ground and 5 levels above ground, the building incorporates advanced features
such as water recycling, automatic illumination to maximise use of natural light,and natural cooling to achieve a B-level
energy efficiency rating.



Computer Sciences Department

The scientific mission of the Computer
Sciences Department is to influence the way
computing machines are built, programmed
and used. This is done through the proposal
and development of novel processor/me-
mory architectures, programming and exe-
cution environments, resource management
layers, etc., bridging what computer tech-
nology offers and application requirements,
usually in collaboration with manufacturers.

JesUs Labarta and Eduard Ayguadé,
Directors of the Computer Sciences Department

(€ Overview

The Computer Sciences Department, led by JesUs Labarta and Eduard Ayguadé, is structured in 9 research Groups.
Although each Group has its own specialised lines of research and unique projects, the teams often come together to
collaborate on larger projects that require vertical integration, such as the Marelncognito project with IBM (whose
objective is to develop a prototype Petaflop supercomputer). This vertical interaction is considered critical to the
quality and success of the research, as feedback between the different Groups enables application programmers to
influence the direction of future systems architecture while better knowledge of architectures improves the design and
implementation of novel programming models, execution environments and applications.

(€Unique Strength

The combination of broad coverage of all facets of computer systems design and programming along with in-depth
expertise in each area are somewhat unique amongst supercomputing centres. This unique strength of the BSC-CNS
has attracted leading computing companies such as IBM and Microsoft to invest heavily in collaborative systems design
R&D projects despite the relative youth of the Centre.

(( Organisational Str‘u [of o8| =) Computer Science

Directors

During 2010, some 135 staff and stu-
dents, and further 43 associated or vi-
siting researchers worked within the
Department, organised in 9 research
Groups; four focused on Computer Ar- ' ' '

chitecture (Parallel Paradigms, Network Grid C‘;(mpu“ng Am;"ecf;:csii):st:ms
Processors, Operating System/Compu- CNEES Platforms Systems
ter Architecture Interfaces and Hetero-

Performance Programming
Tools Models

Storage

geneous Architectures), two focussed Operating System Computer

K K - Heterogenous Network Computer Archi f
on improving productivity when pro- Architectures Processors Architecture P rcllltle;tur:. =
gramming and optimising parallel appli- Interfaces arefiel raradigms

cations on large scale parallel systems
(Programming Models and Performance
Tools) and three focused on program-

ming models and resource management Directors
middleware for distributed cluster and Group Managers
GRID architectures, including file sys- Researchers

tems (Storage Systems, Grid Compu-
ting and Clusters, and Autonomic Sys-  Research Support

tems and e-Business Platforms). Engineers
Associate Researchers

Research Students

Associate Research
Students

Visitors

Computer Science Deptartment Staff & Collaborators 2010

90

Research and Support Activities

({ Key Projects & Networks

During 2010, the Computer Sciences Department partici- Computer Science Projects 2010

pated in the following projects:

P 2 IST FP6 projects (SARC and XtreemOS) and |3 FP7 Industry
projects (EnCORE, IOlanes, IS-ENES, MERASA, OGF-
Europe, OPTIMIS, PROARTIS, ScalaLife, SIENA, TERAF- National
LUX, TEXT,VENUS-C and Velox); EU &

International

P 2 networks of excellence (HIPEAC, and HPC-Europa);
P The SCALUS Marie Curie Initial Training network;

0 5 10 15 2
Number of Active Projects

o

P The CUDA Research Center nominated by NVIDIA in 2010, which recognizes and fosters collaboration with re-
search groups at universities and research institutes that are expanding the frontier of massively parallel computing;

P The IESP (International Exascale Software Project) and EESI (European Exascale Software Initiative);

P The DEISA2 (Distributed European Infrastructure for Supercomputing Applications) consortium;

P EU COST IC804 action “Energy efficiency in large scale distributed systems”;

P Several research contracts with companies (IBM through the Marelncognito project, Microsoft and Cisco Systems);

P The Spanish Consolider program “Supercomputing and eScience”, coordinating the Basic Research in Supercompu-
ting workpackage and the Plan Avanza2 NUBA project.

(€ Scientific Output

Impacting the Future of Computing

In collaboration with market leaders such as IBM, Microsoft and Cisco Systems, as well as other international
computing centres and standardisation efforts, the researchers of the Computer Sciences Department are invol-
ved in a range of projects covering the full spectrum of next generation computer design, from novel processor
and multicore (homogeneous and heterogeneous) architectures, architectural support to the software stack
(e.g. transactional memory), programming and execution models (e.g. OpenMP and StarSs), as well as support
for the efficient programming and management of GRID and Cloud architectures. The results of their work are
constantly being integrated into new specifications, systems and products.

The research results of the Department have been published in Communication & Dissemination 2010
the proceedings of high quality conferences in the area, including Publishing

International Symposium on Computer Architecture (ISCA), In-
ternational Conference on Parallel Architectures and Compilation
Techniques (PACT), MICRO conference, Symposium on Principles
and Practice of Parallel Programming, International Conference
on Supercomputing (ICS), International Conference on Parallel
Processing (ICPP), International Parallel & Distributed Processing
Symposium (IPDPS), and International Conference on Cluster
Computing (Cluster).All these are conferences ranked within the Workshops

A+ and A tiers in the CORE (COmputing Research Education) Workshops 22
conference classification and with high EIC (Estimated Impact of Education
Conference) in the Computer Sciences Conference Ranking. In
addition, other more consolidated research results have been pu-
blished in prestigious journals in the area.

Journal Articles 25
Book Chapters 4
Conference Presentations

International 66
National 2

Theses Read 4
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Heterogeneous Architectures Led by Alex Ramirez, this Group, in close interaction with the Programming
Models Group, aims to design and evaluate the next genera-
tion of HPC systems based on heterogeneous components
with a dual purpose: first, to develop the most energy effi-
cient supercomputers; second, to focus the developments on
the actual needs of the applications and the runtime system,
and anticipate the needs of the runtime system for future
architectures so that software can be ready when research
trends become products. During 2010 the Group continued
its participation in a number of projects (SARC Marelncognito, ENCORE and TERAFLUX) with key efforts in integra-
ting the TaskSim environment with the StarSs and NANOS runtime libraries, and exploring the memory architecture
of multicore systems with hundreds of accelerators.

Computer Architecture for Parallel Paradigms Led by Adrian Cristal and Osman Unsal, this Group does
research on architectural support to novel
programming models and execution envi-
ronments for future multicore architectures.
The Group constitutes the core of the BSC-
Microsoft Research Centre (www.bscmsrc.
eu) which focuses its research on lowering
the programmability wall raised by new mul-
ticore architectures; research areas include
Transactional Memory, hardware support for
programming language runtimes and synchronization. During 2010, the Group added low-power vector processors to
its core research area and explored the use of Transactional Memory for other research domains, such as reliability.
In addition the Group participated in and coordinated the European VELOX project which ended in December 2010.

Operating System / Computer Architecture Interface Led by Francisco ). Cazorla, the Group focused
on two main areas: hard real-time systems and
operating systems for HPC systems. In the area
of hard real-time systems two projects are the
basis for the research activities in the area of
multicore hard real-time architectures (MERA-
SA, finished at the end of 2010) and architectu-
o y res with random timing behaviour for hard-real
: : : fe : time systems (PROARTIS, started in 2010). In
the area of operating systems for HPC, the research is conducted in collaboration with IBM.The Group also parti-
cipated in the HiPEAC and ARTIST networks of excellence. New research activities in the area of fault-tolerant and
energy-efficient hard real-time architectures were started during 2010.

Network Processors Led by Mario Nemirovsky, the Group is conducting re-
search on the massive multithreaded architectures focused on network applications.
Networks and their applications are a fundamental part of the Internet from its core
to its edge.Additionally, the Network and its applications play a critical role in today’s
data centres and High Performance Systems (HPS). In these two directions, the Net-
work Group concentrates in the study of these systems and the definition of new
network architectures. During 2010 the Group was involved in research collaboration
with Cisco Systems investigating analytical models to overcome the problems of simulating different realistic network
processing scenarios.

Programming Models Led by Xavier Martorell, the Group explores new programming models and their efficient
implementation for current and future architectures, ranging from
multicore SMP architectures with support for accelerators (GPUs,
FPGAs, ...) to clusters of SMPs, and exascale systems. This explora-
tion is supported with the development of powerful compiler (Mer-
curium) and runtime (NANOS++) prototypes. In 2010, a big effort
to join the programming models of OpenMP and StarSs (developed
in the Grid Computing and Clusters Group) resulted in the joint
OmpSs programming model that is currently the basis for future
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developments and influencing standards, particularly in the framework of the joint BSC-IBM Marelncognito project.
The Group also continued work on programming models for the cluster versions of OmpSs and NanosDSM, power
modelling for multicore architectures and code transformations for processors with local memories. During 2010, the
Group participated in several new EU projects (EnCORE, TERAFLUX and TEXT), and existing ones (HPC-Europa2
and SARC).The Group is coordinating the programming models cluster and applications taskforce in the HiPEAC2
Network of Excellence.

Performance Tools Led by Judit Giménez, the Group is wor-
king on the design of tools to instrument, analyze and predict the
behaviour of parallel applications on parallel systems.The main goal
of the Group is to provide technology to understand the issues
that determine the actual performance of a parallel application or
that contribute to its bottlenecks.This is extremely important both
in novel homogeneous and heterogeneous multi-core architectures \
as well as in highly scalable cluster systems. During 2010 the activi- ;
ties of the Group focused on finishing the new Paraver GUI, extending the research modules (targeting automatic and
on-line analysis and increasing detail level trough sampling) and tools integration (including Eclipse and HPCST).The
Group was also involved in Scalalife, Marelncognito, DEISA2 and HPC-Europa? projects.

Grid Computing & Clusters Led by Rosa M. Badia, this Group is re-
searching new programming and execution models, and resource management
for distributed computing. The team explores solutions in order to simplify appli-
cation development, enable dynamic exploitation of parallelism at runtime and
perform combined scheduling decisions at different levels. In this directions, the
efforts of the Group have focussed in two projects: GRIDSs/COMPSs and SERA.
In addition, the Group has participated in a number of EU projects (OPTIMIS,VE-
NUS-C, SIENA, ScalaLife and IS-ENES), finished its participation in OGF-Europe
and XtreemOS, and participated in the NUBA Spanish project. The Group has
also continued the development of the StarSs programming model in coopera-
tion with the Programming Models Group, specifically on the GPU and cluster versions of StarS, hybrid MPI/SMPSs (TEXT
EU project), support for array regions and transactional memory (TERAFLUX EU project) in SMPSs.

Autonomic Systems and eBusiness Platforms Led by JordiTorres, the Group performs high-level research
in eBusiness applications and platforms executing on high-productivity
multiprocessor architectures as well as distributed environments and new
architectural proposals. Current trends in service computing are moving
towards the creation of virtualised execution environments to run all
kind of business applications. The goal is to create large pools of resou-
rces where users can run their computing tasks, independently of their
nature.These kind of generic computing clusters are known as computing
clouds. In this scenario, the Group views the current workloads that must
be handled are heterogeneous, including different types of jobs, not only
CPU-intensive jobs, but also streaming, transactional, data-intensive, etc.
During 2010 the Group started two big EU projects, VENUS-C and OPTIMIS in the area of Cloud Computing. Also
during 2010 the Group consolidated a new research line around workload management for MapReduce data analytics,
including SLA management, resource management and energy consumption planning.

Storage Systems Led by Toni Cortés, this Group explores appropriate solu-
tions to the scalability of parallel storage systems in large installations (in which
very large volumes of data need to be generated and accessed) and file systems
for wide-area networks that solve the problems currently found (data location,
replication and striping) and that will make these environments more efficient.
In 2010 the Group focussed on three areas: file system scalability, Input/Output
for wide-area systems, and file-system virtualisation. Within these, key efforts
were the development understanding the data and metadata locality over long
periods of time (more than 6 months), definition of policies to place data in large -
data centres merging randomized and deterministic approaches (work done as part of the SCALUS project), the appli-
cation of COFS for composite file systems, using the advantages of multicore system to improve I/O within the |Olanes
project,and a number of improvements in the XtreemOS project, in particular related to its file system XtreemFS.
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2.2 Earth Sciences Depal’tment Research and Support Activities

The Earth Sciences Department of the BSC-CNS has (| Key Projects Earth Science Projects 2010
the aim of mOde”mg and l’!nde,rStandmg the b.eh'c.lVIOUI" P Continued the new forecast phase of the CALIOPE project,
of the Eart_h SYStem’ f0CUS|ng .ItS research act|V|t|e§ on supported by the Spanish Ministry of the Environment, Rural Industr
vt atmospheric processes and climate change modelling. and Marine within the framework of the National Plan of 4
Jgse ara Scientific Research, Development and Technological Innovation National
aldasano, . ational
Director of the (( Overview 2008-2010; N
Earth Sciences P Continued the extension of the CALIOPE project to the Ca- Internationfi
Department The high performance capabilities of MareNostrum enable the Earth nary Islands, funded by Government of the Canary Islands;
Sciences Department to increase the spatial and temporal resolution D Initiated the extension of the CALIOPE project to the Autono- 0 2 4 6 8
of earth systems, in order to improve knowledge of dynamic patterns mous Community of Andalusia, funded by the Junta de Andalucia. Number of Active Projects
) ) o of air pollutants in coleeX terrains and In'tera(:.tlons and feedbacks P Participated in the European Network for Earth System Modelling (ENES);
o.f phys'lco-chemlcal Eroce::ses (:cctlrrlng in the atrnosphere.. Also possible ?re anal?'ses with hlgh-reso!utlon $|°ba' P Initiated the IS-ENES project InfraStructure for the European Network for the Earth System Modelling is an FP7-Project, funded
circulation models (2°x2.5° to 1°x1°) and downscaling to regional models. This coupling of global and regional climate by the European Commission under the Capacities Programme, Integrating Activities;
models will contribute to a detailed description of the impacts of climate change. The main topics of research are: . . . .
. . . R . . R . . P Led the Earth Science work package in the Consolider Program coordinated by the BSC;
high-resolution air quality and meteorological modelling; global and regional mineral dust modelling; and global and i ) ) ) ) ) )
. . . N g . . . . P Supported by the Environmental Department of Catalonia Government (Spain), analysed the effects on air quality of introducing
regional climate modelling. Currently, the Group maintains daily high-resolution operational air quality forecasts for ) . _
. . . . . a variable speed system in the road network of Barcelona Metropolitan area;
Europe and Spain (www.bsc.es/caliope) under the umbrella of the CALIOPE project funded by the Spanish Ministry of b Continued work on the CICYT project: Coupling of 2 Fully Online Chemical Mechani Chin the A heric Global-Resi
the Environment; and mineral dust forecasts for the Euro-Mediterranean region and East Asia (www.bsc.es/projects/ . Tnlelsluc‘)a szrl fo:(: Zb MICIﬂmi;t. °UPr'nt8i on ;it: l{lCEIJrEOA:TGZA)-eC anism within the Atmospheric Global-Regio-
earthscience/DREAM). The Department also in collaboration with the World Meteorological Organization (WMO) a. ) ecdelfundea by o coope.a ° ’ - . ) .
and the Spanish Meteorological Agency (AEMet) have created the Regional Center for Sand and Dust Storm Warning > !nmat.ed the Cor.np.lementaryACt'on.:A mOde”mg. strategy for the Buenos.Alres.VOI.c?nICASh AdV|sory Center (VAAC). This Pro-
. . . S . ject aims at furnishing the Buenos Aires VAAC with the emergent modelling scientific outcomes. It is funded by MICINN;
System (SDS-WAS) covering Europe, northern Africa and the Middle-East. Other research activities involve the diag- o . . . . o
nosis of the behaviour of Earth System Modelling (ESFM) codes in a supercomputer framework and the improvement P Finalised the CICYT Project: Improvement of the DREAM Regional Atmospheric Model of Mineral Dust for the prediction of
. . i . . . Saharan Dust events in the Mediterranean and the Canary Islands, funded by MICINN;
of parallel versions of atmospheric models to increase their horizontal and temporal resolution.
P Finalised the CICYT project: High-resolution modelling of atmospheric pollution by anthropogenic and natural particulate mat-
(( OI" anisational Structu re ter in the Iberian Peninsula funded by MICINN;
g P Initiated the MACC (Monitoring Atmospheric Composition and Climate) FP7-project in collaboration with AEMET, to establish

the core global and regional atmospheric environmental services to be delivered as a component of Europe’s GMES initiative,
funded by the European Union;

Ea'g;rzcci”rces Earth Sciences Deptartment Staff & Collaborators 2010 P Participated in the European Aerosol Research Lidar Network: EARLINET. The dataset generated is used to validate and impro-
ve models that predict the future state of the atmosphere and its dependence on different scenarios;
Director P Participated in AERONET (AErosol RObotic NETwork), an optical ground based aerosol monitoring network and data archive
; . . supported by NASA’s Earth Observing System and expanded by federation with many non-NASA institutions;
Air Quality Meteorological Group Managers
Modelling Modelling P Actively contributed as a member of the Spanish network RETEMCA (Red Tematica de Modelizacién de la Contaminacion At-
Researchers mosférica);
Research Students P Implicated in several projects of technology transfer, such as the parti- Communication & Dissemination 2010
Mineral Dust Climate Change Research Support cipation in two ElAs for Modelling Air Quality of power plants. Publishin
Modelling Modelling Engineers 2
Associate Researchers (( Scientific Output Journal Articles 12
Geonhysical F Visitors The diffusion of research results obtained by the Earth Sciences Book Chapters 6
Modelling ) 5 4 ) : o 1 Department has been noteworthy. These results have been pre

sented in a numerous ISI-JCR journals, European and international International 33
congresses and symposia organised during 2010, such as the Inter-

National 3
national Technical Meeting on Air Pollution and its Application sup-
The Department is structured in five Groups ported by NATO, Harmonisation within Atmospheric Dispersion REnClce:
that represent the main topics of Earth Sciences Modelling for Regulatory Purposes; American Union Geophysical, Workshops
research: air quality modelling, mineral dust European Geos- Education

modelling, meteorological modelling, global
and regional climate modelling and geophysical
flows. These Groups are interrelated and work
in a cooperative form. They are led by a senior
scientist and composed of a researcher, post-
doctoral fellows and doctoral students. The
technical support staff is shared by all the research
Groups. During 2010 some 38 staff, collaborators
and visitors worked with the Department.

Journal Publications by Subject Category 2010  ciences  Union Theses Read 0
General Assem-
bly Meeting and other congresses organized by the European Me-
Environmental teorology Society (EMS).The number of papers published increased
Sciences from 51 in 2007 to 59 in 2010, and considerable augmentation of the
number of ISI-JCR publications (from 3 in 2007 to 8 in 2010). The
JCR publications in 2010 have an average quality of 3,6 (Average JCR
Science Edition Impact Factor) that suppose an augment with regard
to 2008 (2,4) and 2009 (2,9) and were distributed over a number of
subject categories, as can be seen in the chart.

Geochemistry
& Geophysics

Meteorology &
Atmospheric
Sciences



(€ Air Quality

The Air Quality Group focuses its research on understanding the physico-chemical processes in
the atmosphere that contribute to a decrease of air quality, and analyse the interactions between
air pollutants and atmospheric processes, with the aim of obtaining a precise estimation of the air
quality through high-resolution modelling, especially the relation between emissions, atmospheric
transport, chemistry and deposition. For that purpose, an air quality modelling system with high
spatial and temporal resolution (I km —4 km and | hour) is under development, implementation
and validation under supercomputing infrastructures. It will consist of a set of models that will
take into account emissions of anthropogenic and natural pollutants, meteorology and chemistry.

Figure | - Air quality mode-
Il|—i|nEgR R IE(\Q?RCFP"IAK\(SV; In 2010 the activities of the Group were mainly related to the CALIOPE project, funded by the
BSC-DREAMSb)  forecast SPanish Ministry of the Environment and Rural and Marine Affairs, whose main objective is to esta-
result for NO2, visualized in blish an air quality forecasting system for Spain. In this framework, a high-resolution air quality fo-
Google Earth recasting system, namely WRF-ARW/HERMES-EMEP/CMAQ/BSC-DREAMSD, is being developed
and applied to Spain (4 km x 4 km, lhr) as well as to Europe (12 km x 12 km, I hr).The system will provide end-users with an
air quality forecasting and assessment service for Spain and Europe with higher detail for some hot spot areas (http://www.
bsc.es/caliope). During this year enhancements of operational forecast system implementation were introduced, on-line fo-

recast operational evaluation was implemented and Google Earth visualization capabilities were also incorporated (Figure ).

Air quality models (WRF-ARW/HERMES-EMEP/CMAQ/BSC-DREAMS8b) were improved and were also used to assess the
effects of hypothetical mitigation measures planned by the regional administration to ameliorate air quality conditions in
urban areas, including the effects of introducing a variable speed system in the Barcelona Metropolitan Area and comparing
emission scenarios based on vehicle fleet composition of Barcelona, differentiating by category (weight, age, fuel) and activity
(taxis, public transport vehicles, etc).

Technology transfer activities were also undertaken with several companies and institutions (PRySMA, SGS, Gobierno de Ca-
narias, DMAH-Generalitat de Catalunya, AEMET, EGMASA-Junta de Andalucia, etc.), and the air quality environmental impact
analysis of new power generation and industrial installations were analysed.

(€ Climate Modelling

The Climate Modelling Group investigates the causes and effects of climate change
making use of the high spatial and temporal resolution Earth System Models (ESM),
in combination with regional disaggregation and downscaling methods to provide
regional climate information.

In 2010 the activities of the Climate Modelling Group were mainly related to the
EC-Earth project which forges weather forecasting and climate change studies into
a single framework under the seamless prediction paradigm. The Group worked in
dynamical downscaling from EC-Earth version 2. Fully coupled ocean/ice and atmos-
phere/land models were run for 10 years, starting from 1990 after a spin-up of 250  Figure 2 - Global surface temperature in
years, with 20th century boundary conditions (greenhouse gases, aerosols, land use 1990-1999 determined by EC-Earth v2.1
and solar activity) and simulations for the same period were run with MM5 and WRF-

Regional Climate Model versions driven by ERA-Interim (El) reanalysis and EC-Earth. Both models show a systematic cold
bias for maximum temperature; however, a warm bias is depicted for the minimum temperature in more northern Europe.
The precipitation biases show more varied patterns than temperature and a predominant tendency to underestimate pre-
cipitation over Europe (Fig 2). Other key activities, related to EC-Earth project, were porting EC-Earth version 2.1 and 2.2
to MareNostrum and diagnosing the performance of these ESM versions in MareNostrum. EC-Earth version 2.2 is currently
being used to perform the simulation runs for the Coupled Model Intercomparison Project Phase 5 (CMIP-5), which will
provide future climate change information to be considered in the future IPCC-ARS report.

The Group also participated in the IS-ENES FP7 project, devoted to fostering the integration of the European climate and
Earth system modelling community and the development of Earth System Models (ESM) for the understanding of climate
change. The Group evaluated ESMs on the MareNostrum supercomputing architecture and developed a data management
tool based on GRID Superscalar.

({ Meteorological Modelling

The Meteorological Modelling Group takes advantage of the computing performance of MareNostrum to study mesoscale
phenomena, focusing on the improvement of the skills scores of numerical meteorological codes.

In 2010 the Group continued the development of the new on-line global/regional chemical weather prediction system
(NMMB/BSC-CHEM) in collaboration with several research institutions (National Centers for Environmental Prediction,
NASA Goddard Institute for Space Studies, International Research Institute for Climate and Society, and University of Cali-
fornia, Irvine). All chemical processes are coupled on-line with the Nonhydrostatic Multiscale Meteorological Model on the

B grid (NMMB): anthropogenic and natural emissions, photolysis scheme, dry
deposition, grid- and subgrid-scale wet deposition and the tropospheric che-
mical mechanism. Further developments are oriented to include the aerosol
component within the chemistry. In the context of the CALIOPE project, the
Group continues providing high-resolution meteorological forecasts as input
for air quality modelling in the Barcelona area (lkm resolution), Andalusia
region (2km resolution), Canary Islands (2km), Iberian Peninsula (4km) and
Europe (12km). The model results are evaluated on a near-real time basis,
and provide accurate information of the meteorological conditions over the
regions of interest. Furthermore, such results were used to analyse and des-
cribe the main meteorological patterns that affected the Barcelona geographi-
cal area during the experimental campaign DAURE ("Determination of the
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Figure 3 - NMMB/BSC-CHEM model results for
ozone at 850 hPa

(€ Geophysical Flows

sources of atmospheric Aerosols in Urban and Rural Environments in Spain”)
leaded by CSIC researchers.

The Group advances the exploration of new numerical techniques to better exploit massively parallel architectures for
meteorological applications. The dry-atmosphere dynamical core tested provides successful results and the transport was
implemented to allow the extension toward moist atmosphere cases.

(€ Mineral Dust Modelling

The Mineral Dust Group provides daily operational forecasts of mineral dust for North Africa, Middle East, Europe and
East Asia based on the updated version of Dust Regional Atmospheric Mo-
del, BSC-DREAMSb. In 2010 the Group continued with the development of
the new generation atmospheric mineral dust model (NMMb-BSC/Dust) cou-
pled on-line to the new generation unified atmospheric model NMMb of the
National Centers for Environmental Prediction (NCEP). The new modelling
system is intended to be a powerful tool for research and to provide efficient
global and regional chemical weather forecasts at sub-synoptic and mesoscale
resolutions on MareNostrum supercomputer (Figure 4) including a physically-
based dust emission scheme taking into account the effects of saltation and
sandblasting, soil moisture and viscous diffusion close to the ground.The World
Meteorological Organization (WMO) has launched the Sand and Dust Storm
Warning and Assessment System (SDS WAS) that bridges the technological
gap between research and operational services. Regional activities related to
modelling, observations and applications are coordinated through the Asia/Central Pacific Regional Centre for SDS WAS at
the China Meteorological Agency in Beijing, China.The Regional Centre for Northern Africa, Middle East and Europe is based
at the BSC and the AEMet (Spanish Weather Service) in partnership with other operational and research organisations (e.g.
ECMWE, MeteoFrance, LISA, LSCE, IFT, EUMETSAT, CNR,AERONET/PHOTONS).

20-05=-08 12z dust oplicel depth 850nm

Figure 4 - First Simulations With the NMM/BSC-
Dust Dust Modeling System on Marenostrum

The Geophysical Flows BSC-CNS Earth Science Department Group has wor-
ked on two main research areas, atmospheric dispersion of volcanic ash clouds
and dispersion of pollutants at urban scale. The first line of research was of
particular relevance as a consequence of the April-May 2010 Eyjafjallajokull
volcano eruption in Iceland, which strongly disrupted the European air traffic
when the ash clouds reached the continent. Scientific achievements from 3
research projects and a contract (see below) include:

P Operational implementation of the BSC-CNS FALL3D volcanic ash disper-
sal model at several institutions including the Buenos Aires Volcanic Ash

Advisory Center (Argentina), Australian Geosciences International Facility e p——————

for Disaster Reduction (Australia, Indonesia and Philippines),and members  Figure 5 - simulation of the Eyjafjallajékull volcanic ash

of the CENIZA international network (CYTED network 410RT0392). cloud aerosol optical depts. Results for 18 April 2010
at 12:00 UTC

P Development and implementation of a volcanic ash wet aggregation model
coupled with mesoscalar weather forecasts furnishing atmospheric water contents.

P Ash cloud model validation using space-based remote sensing techniques based on TIR channel differences and ground-
based instrumentation (EARLINET lidars, AERONET sun-photometers and ceilometers).

v

Modelling of the Eyjafjallajokull volcano eruption in operational mode.

P Development and implementation in the ALYA code of a module for modelling atmospheric transport of passive substan-
ces. It includes a downscaling interpolator for the atmospheric boundary layer to furnish initial and boundary conditions
from different mesoscalar NWP models.
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2.3 Life Sciences Department

Research and Support Activities - 35

The aim of the scientists in the Life Sciences De-
partment is to understand the molecular biology and
evolution of living organisms using theoretical models

and simulation algorithms.
Modesto

Orozco,
Director of the

Life Sciences (( Ove I"View

Department
The Department benefits greatly from its unique situation in a major
supercomputer centre, and also exists within a large and active envi-
ronment of research in experimental biology. Its research program is
tightly integrated in a collaborative effort with the Institute for Re-

search in Biomedicine (Joint IRB-BSC Research Program on Computational Biology) and also has strong collaborations
with ICREA and the National Institute of Bioinformatics (INB).

Major areas of research include Molecular Modelling, Structural Bioinformatics, Computational Genomics, Network
Medicine, Subatomic Study of Protein Functions, and Protein-Protein Docking.

({Joint IRB-BSC Program on Computational Biology

INSTITUTE
FOR RESEARCH
IN BIOMEDICINE

The Computational Biology Program was created as a joint venture between the BSC-CNS and the
Institute for Research in Biomedicine (IRB Barcelona) with the mission to face the computational
challenges in molecular biology. The Program coordinated by Modesto Orozco includes researchers
from the Structural and Computational Biology Programme at IRB Barcelona and from the Life
Science Department of the Barcelona Supercomputing Center. During the lifetime of the Program,
scientists from IRB Barcelona will enjoy access to MareNostrum, the most powerful supercomputer
in Europe, and other internal computational resources at the Barcelona Supercomputing Center. In
return, BSC-CNS scientists will also have permanent access to services and facilities at the Institute
for Research in Biomedicine. The Program, funded in equal parts by IRB Barcelona and BSC-CNS,
established an external scientific committee, which oversees and evaluates the joint activities carried
out by both institutions.

The group leaders involved in the Program are Victor Guallar (Electronic and Atomic Protein Modeling, BSC-CNS Life
Science department), Patrick Aloy (Structural Bioinformatics and Network Biology, IRB Barcelona) and Modesto Oroz-
co (Molecular Modeling and Bioinformatics, IRB Barcelona). Montse Soler is the platform leader of the Experimental
Bioinformatics Laboratory (BSC-IRB).The BSC-CNS Life Science Program and the Joint IRB-BSC Program on Compu-
tational Biology employ researchers from both institutions supported by more than 35 research grants totalling €8.7M.

Distribution of 2010 Scientific
Production by ISI IF Rank

ISI Impact Factor of Articles
ublished in 2010

IF<3 IF>10

In 25%
Best of Area

10>1F>7

In 10%

5> F>3 Best of Area

7>1F>5

(€ Organisational Structure

Life Sciences
Director

Molecular
Modelling/
Bioinformatics
Group

The structure of the Department
and the technology platforms in
its research program enables
coverage of the entire field of
computational biology, from ato-
mistic detail to holistic views
of the entire ecosystem. The
Groups integrate different in-
dependent researchers led by
senior scientists who work in
different aspects of computa-
tional biology. The Department
continues to grow strongly,
from 69 in 2008 to 79 in 2010,
doubling in size since 2006.

Protein-Protein
Interactions
Group

Director
Group Managers

Researchers

Research Students

Research Support
Engineers

Visitors

Electronic &
Atomic Protein
Modelling Group

Algorithmic
Support for

Computational
Biology Platform

Experimental
Bioinformatic

Computational
Genomics Group

Laboratory
Platform

Life Sciences Department Staff & Collaborators 2010




((EU & National Projects

Key activities during 2010 included participation in the following key BSC-CNS projects:

P MITIN - Integration of the systems models of mito- P Genetic Evolution in Vertebrates. Funded by CICYT,
chondrial function and insulin signalling, and its applica- Spanish Government.
tion in the study of complex diseases. Funded by FP7. » Biochemical Modelling. Funded by CICYT, Spanish
P METAHIT - Metagenomics of the human intestinal Government.
tract. Funded by FP7. P Protein Docking Challenges. Funded by CICYT, Spa-

P ELIXIR — Construction and operation of a sustainable nish Government.
infrastructure for biological information in Europe to
support life science research and its translation to
medicine and the environment, the bio-industries and

society. Funded by FP7.

Industry

P IMID-Kit - Development of a diagnostic kit for inflam-
. . . . National

matory diseases mediated by immune mechanisms.
Funded by MICINN as a Singular Strategic Project. EU &
International

0 4 5

Life Science Projects 2010

P PE.LE (Protein Energy Landscape Exploration): a la
carte drug design tools. ERC Advanced Grant

Number of Active Projects

(€ Scientific Output

The Life Sciences Department defines a unique environment that  [@{eJgelaalTTsTTeRale] W9 DI o[ EXA e 1 ] K1)
combines very active groups working in computational biology with Publishing

top supercomputing and experimental resources. The research
efforts can be classified into four main areas:

Journal Articles 27
Book Chapters

P Research in Target & Drug Discovery: Developing new tools for
the pharmaceutical industry. Conference Presentations

P Research in Genomics & System Biology: Understanding the ori- International

gin of diseases and infection mechanisms. National

P Research in BioSupercomputing: Improving the use and access of
supercomputing and database resources in Life Sciences. Workshops

P Basic Research in BioPhysiscs: Discovering the mechanisms of
biological systems at the molecular scale. Theses Read

Organised Events:

P ExaScale challenges in Computational Biology, Barcelona 2010.

Molecular Modelling and Bioinformatics Group

Led by Modesto Orozco, the long term objective of this Group is to understand the behaviour of living organisms by
means of theoretical models, whose roots are anchored in the basic principles of physics and chemistry. The research
effort is focused in three major areas: i) study of small model systems, ii) analysis of stressed or unusual nucleic acids,
and iii) dynamics of proteins.

Protein Interaction and Docking Group

Led by Juan Fernandez-Recio, this Group aims to study the me-
chanism and function of proteins in living organisms, with a spe-
cial focus on the biomolecular interactions at atomic and residue
level. Proteins interact to form highly specific complexes that are
fundamental for the majority of cellular processes. The predic-
tion and characterisation of such complexes has enormous inter-
est, both at an academic level and from a practical point of view.

b
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The ultimate scientific goals are: to understand the mechanism of protein-protein association, and to design molecules
capable of targeting protein interactions of biomedical interest. The major research areas are:i) development and opti-
misation of protein docking tools, i) development of new tools for protein structure and function predictions, and iii)
modelling protein interactions of biological and therapeutical interest.

Electronic and Atomic Protein Modeling Group

Led by Victor Guallar, the overall objective of this Group is to explore
the chemical and physical responses to local and global configuration
changes in proteins, with emphasis on substrate biochemistry and ligand
docking and diffusion. During 2010 the Group continued its research
in two key areas: i) classical simulations using approximate analytical
potentials to describe the nuclear energy landscape, and ii) quantum
chemistry simulations of electron transfer processes in proteins.

Computational Genomics Group

Led by David Torrents, the ultimate goal of the research in this
Group is the identification and understanding of the molecular
and evolutionary processes that determine the biology of geno-
mes, and also the biomedical implications that derive from its
malfunction. Increasingly, together with the generation of new
genomic sequences, there is a massive and automatic produc-
tion of functional data associated with these sequences. Based
on these datasets and also on detailed experimental data, the
Group applies computational approaches to identify, classify and
analyse functional genomic regions and regulatory associations
between the components of defined biological systems.The key
research lines of the Group are: i) function prediction of regulatory regions in vertebrates, ii) identification of regu-
latory modules of transcription binding sites conserved in cancer genes, and iii) computational modelling of human
complex diseases: diabetes and obesity.

INB Computational Bioinformatics Node Platform

Led by Josep Lluis Gelpi, the Platform’s main purpose is to faci-
litate access to biological databases and programs by the bioin-
formatics community and to support the research Groups in the
program. One of the main activities of the Node is to coordinate
the computational node of the Instituto Nacional de Bioinformati-
ca (INB-GNG®6).The internal structure of the Node consists in two
subteams: i) external projects support engineers who are assigned
to the INB supported projects and help in the implementation
and optimisation of users applications in the supercomputing en-
vironment, and ii) the Web Services and Database Development
Subteam, which is in charge of building web services and web interfaces and creating and managing biological databases.
During 2010 the ASU provided external support to the Bioinformatics community in areas such as molecular dynamics
simulations, protein-protein interactions and computational genomics. Especially relevant in this area is the collabora-
tion into the IMIDKIT project, where the unit is in charge of creating and managing the epidemiology database.

Experimental Bioinformatics Laboratory Platform

Led by Montse Soler, this Platform was established in January 2008 as part of the IRB-BSC collaboration.The Platform
is dedicated to implementing advanced experimental approaches that provide computational biologists in the program
the opportunity to integrate experimental measurements into their predictions. In 2010 the Laboratory consolidated
and extended its work in the areas of systems biology (protein-protein interaction networks) and genome regulation.
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2.4 Computer Applications in Science & Engineering Department

The aim of the Computer Applications in Science & En-
gineering (CASE) Department is to identify, engage and
support user communities in science and engineering
~ that are potential users of High Performance Compu-
José Maria . . . . .
Cela. Direccor tiNg, boosted by its own research lines in High Perfor-
of the CASE mance Computational Mechanics.

Department

({ Overview

The applications developed by the CASE department are truly mul-
tidisciplinary, requiring depth of expertise in many fields. In order to
successfully develop these applications, the skills of the CASE team in
numerical methods and parallel programming must be complemented by experts in appropriate areas.The Department
therefore develops collaborations with other scientific groups, especially those with expertise in areas which the BSC-
CNS Groups do not have extensive experience. Examples of institutions with strong research links with CASE include
CIEMAT, CSIC, IAC, ICFO, IMDEA and different universities.

The research field of CASE is High Performance Computational Mechanics, which requires a deep background in
Comeputer Science, Physics and Numerical Methods. Major research areas are Computational Fluid Dynamics and Solid
Mechanics, Ab-initio DFT and TD-DFT molecular dynamics, Seismic Imaging and Parallel Programming. Major applica-
tion areas are Aerospace, High Energy Physics (plasma core and edge transport, plasma wall interaction), Biomechanics
(Cardiovascular and Respiratory systems), Geophysics and Atmospheric flows.

(€ Organisational Structure

CASE
Director

Physical & High

. Performance
Numerical C ;

; omputational
Modelling Mechanics

CASE Department Staff & Collaborators 2010 The CASE Department is

led by José Maria Cela, and

Director although there is high in-
Group Managers teractivity amongst all the
Researchers scientists in the Department,

the research lines fall natura-
lly in two main Groups; Phy-
sical & Numerical Modelling

Research Students

Associate Researchers

Visitors (PNM) and High Performan-
0 s " s 2 5 Computational Mecha-
nics (HPCM).

Each Group consists of 8-10 people at any given time, comprising several senior scientists, post and pre-doctoral
students and visiting scientists. PNM research lines are horizontal and HPCM lines are vertical, in the sense that the
PNM Group is in charge of developing the core components which are then assembled and modified as required by
the HPCM Group into applications tailor-made to meet specific project needs.

({Key Projects

Research and Support Activities

Case Projects 2010

In 2010, the CASE Department carried out work under the

scope of the following projects: Industry
EU funded projects National
P EUFORIA: Generating a software infrastructure for sup- EU &
port of the ITER design community. International
P ETSF: Generating a software infrastructure for support of 0 I 2 3 4 5

the spectroscopy community; in particular, work was un- Number of Active Projects

dertaken on the scalability of OCTOPUS.

P W2PLASTICS: Magnetic Sorting and Ultrasound Sensor Technologies for Production of High Purity Secondary Pol-
yolefins from Waste. Turbulent flow in complex geometries; particle tracing and collisions.

P DEISA: Continued collaboration, leading work packages 5 and 9, on “Enabling of Applications”.

P PRACE: Several codes (ALYA, BSIT, CPMD, EUTERPE) were analysed and tuned for PRACE prototypes.

P Scalable Parallel simulation for policy analysis.

Enterprise funded projects:

P Kaleidoscope (REPSOL):With the goal of developing the most powerful seismic imaging tools,an RTM application
10 times faster than any other implementation was developed, specifically designed for running in both IBM’s Cell/
B.E. processor and GPUs.

P Marelncognito (IBM): Leading work package | for applications porting, some codes (such as SIESTA) were scaled for
the Marelncognito architecture.

Nationally funded projects:

P Supercomputacién y e-Ciencia (CONSOLIDER): Coordination of the project, whose aim is to develop a set of
scientific Grand Challenges for Petaflop supercomputers and design the architecture of those machines. Some of
the applications were also developed with the collaboration of CASE researchers.

P ATMOST (Plan Nacional): This project started in 2009 and aims to model ashes and contaminant dispersion in the
atmosphere.

The CASE department also develops two international collaboration projects in the area
of biomechanics:

P Airflow in the Human Respiratory System: In collaboration with both the Aeronautics and Bioengineering De-
partments at Imperial College London. A simulation of the complete human respiratory system, including the air
surrounding the face, was carried out. This project is being partially supported by HPC-Europa European project.

P Cerebral Hemodynamics Model: In collaboration with the CFDLab George Mason University, USA, the Krasnow Ins-
titute for Advanced Studies, George Mason University, USA, the Inova Fairfax Hospital, Virginia, USA, the National
Center for Computational Biology, UCLA, USA and the Brain Research Institute, Melbourne,Australia. A model of the
arterial system of the brain is being developed.A deflated preconditioner with conjugate gradient solver was used to
accelerate the pressure solver in this simulation. A speed-up of 10 with respect to the original solver was obtained.

P Cardiac simulation: Coupled electromechanical simulation of the heart.The project objective is to develop a simulator

of the cardiac function considering the electrical activation poten-
tial and its coupling to the mechanical pumping action. Collabora-

Communication & Dissemination 2010

tion with UAB, Htal. St. Pau, Univ. Lleida, IMDEA Materiales. Publishing
. . pe Journal Articles 12
(€ Scientific Output Book Chapters |

Although a large part of the Department’s work is private and Conference Presentations

in-confidence and therefore cannot be published, some important International 15
research results of the Department have been presented in con-
gresses and conference lectures as well as a number of scientific
publications, including: FEF10 and ParCFD2010, SEG and EAGE con-
ferences in Geophysics, International Conference on Mathematics Workshops 2
and Continuum mechanics, as well as the International Conference Education

on Computational & Mathematical Biomedical Engineering. Theses Read 0

National
Workshops

||.
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(€ Physical and Numerical Modelling (PNM)

The PNM Group researches basic themes, such as numerical modelling of
physical phenomena, stabilisation techniques, algorithms and solution strate-
gies, parallelisation strategies, coupled problems with domain decomposition
methods, optimisation algorithms and error estimation techniques. In addition,
PNM researchers investigate pre-process, post-process, data management and
visualisation topics.

The research lines within PNM cover the full range of techniques required to
simulate a physical problem, usually governed by partial or ordinary differential
equations. The main areas of investigation are:

A Chimera method based on
“Extension Elements”.

P Mathematical modelling of a given physical process.

P Numerical modelling of the mathematical equations - space and time discretisation: high order time integration
schemes; variational multi-scale; finite element; domain decomposition (Chimera, non-overlapping meshes); turbu-
lence models; PIC methods; Spectral methods; particle tracking and collisions, etc.

Numerical algorithms to solve the discrete equations efficiently, or to couple a set of algorithms to solve complex
physical problems: explicit and implicit schemes, monolithic and fractional algorithms, preconditioners and multigrid.

Efficient implementation in a computational mechanics code: distributed/shared memory parallelisation with MPI/
OpenMP, code optimisation; architecture dependent implementation (VMX, Cell).

Code performance analysis and optimisation.

A A 4 v v

Visualization:in 2010, a tight collaboration with a post-process Canadian company inVisu was initiated. The objective
is to manage (I/O) simulation results in an efficient way and to post-process them in a parallel environment. Parallel

I/O librairies were also been implemented.

The PNM recently started a new research line focused on the design of applications specially designed for use in Social
Sciences and policy analysis areas.The Group is developing a new simulator capable of executing Agent-Based Models
of human societies in a HPC environment, in order to explore:

P Emergence of behavioral patterns in human societies, understood as complex systems.
P Interaction between societies and their relationship with environment and landscape.
P Impact of change in human groups and population dynamics (both ancient and present).

P Design of artificial societies as models to understand human behavior.
P Methodological and theoretical foundations of social simulation.

These topics are analysed from a multidisciplinary approach, as CASE joins efforts with research groups belonging to
different disciplines, with diverse perspectives of social interaction (i.e. Archaeology, Demography, Economy, Heritage,
History and Sociology).

Within these areas, in 2010 the PNM Group focused on the following activities:

s P Particle tracking: an immersed bounday condition for fluid-particle interactions.
- P Particle collision: collision algorithm for particles of arbitrary shapes.

P A variational multiscale model for turbulent flows.

P Stabilisation algorithms for compressible flows for a wide range of Mach numbers.

P A Chimera method in Computational Mechanics: hole cutting and subdomain
coupling via extension elements.

! P Large-strain solid mechanics in the total Lagrangian formulation.
Cerebral hemodynamics.

(€ High Performance Computational Mechanics (HPC)

The HPCM Group conducts application research and development in different science and technology domains where
simulations are needed: aerospace, bio-mechanics, solid state physics, high energy physics, geophysics, environment,
meteorology, etc.

Research and Support Activities

The activities of the HPCM Group are driven by direct interaction with users and industry. Usually the core problem
requires modelling of physical processes which then must be solved by intensive numerical calculation. The principal
application fields that have been developed to date are:

P Bio-mechanics: Hemodynamics, respiratory system air flow, cardiac simulations.
P Geophysics: seismic imaging and oil reservoir simulations.

P Plasma Physics.

P Atmospheric flows: mesoscale and urban environments.

P Energetically Efficient Building Design.

P Ab-inito DFT and TDDFT molecular dynamic simulations.

P CFD: subsonic and supersonic flows, free surface problems, coupled problems.

Airflow in respiratory system.

Within these fields, in 2010, the HPCM Group developed:

P A large-strain solid mechanics model for anisotropic cardiac
tissue. This model will be coupled with the electrophysiology
model to create a cardiac simulator.

» Hemodynamics simulations of the arterial brain system.

P Airflow simulations of the whole respiratory system during
normal breathing cycles.

VW2Plastics project: plastic separation device.

P An RTM seismic imaging facility on GPUs.
P A dynamic atmospheric mesoscale parallel code.

P A parallel version of SIESTA code with better load balancing and sparse iterative eigensolvers.

P Free surface parallel solver for sailing boats.

({The Kaleidoscope Project: Seismic Imaging

_ + The sediments below the deep and ultra-deep waters of the US Federal waters
= aag- " of the Gulf of Mexico shelter rich oil reserves, sometimes as much as 40,000 ft
) " from the surface. Minerals Management Service (MMS), the federal agency in the

d ?\. , »  U.S. Department of the Interior that manages the nation’s oil, natural gas and
’)MJ L other mineral resources on the outer continental shelf in federal offshore waters,
;

’ 3

estimates that the Gulf of Mexico holds 37 billion barrels of “undiscovered, con-
ventionally recoverable” oil.

I' These reserves are very difficult to find and reach due to thick layers of salt that
*  preclude the imaging and visualization of the oil-bearing sands underneath.The oil
industry uses sophisticated technologies to locate and visualize these exploratory
objectives. These technologies are computing intensive and the success to properly
“see underneath” depends largely on the power of the supercomputers used. It is remarkable that public benchmarks
show that the Cell/BE Processors perform the computation of algorithms central to seismic imaging, 40 times faster
than leading brand processors used in today’s supercomputers. That increase in computer power makes feasible the
application of imaging technologies that until today have been considered as a utopia in the oil industry, allowing more
reliable exploration.
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Result of a RTM simulation.

The Kaleidoscope Project seeks exploitation of Cell/BE unparalleled properties for the creation of the next generation
seismic imaging technologies specifically tailored to the Processor for the visualization of the earth interior and the
adaptation of existing imaging technologies used in oil exploration by exploiting the Cell/BE Processor unparalleled
properties.The output from the Kaleidoscope Project will be faster tools, by several orders of magnitude, more reliable
software to visualize below the thick layers of salt present in the Gulf of Mexico and therefore reducing significantly the
exploration risks and making accessible oil reserves that otherwise would be invisible to the industry.

The Kaleidoscope Project is a “dream team” partnership of top geophysicists, computer scientists and organizations
from around the world. It has been created by Repsol YPF, a Spanish integrated oil company with important assets in
the US Gulf of Mexico, 3DGeo, a leader Houston-based imaging company formed by Stanford University professor and
seismic imaging pioneer, Biondo Biondi,and the Barcelona Supercomputer Center (BSC-CNS).The BSC-CNS hosts the
MareNostrum, powered by IBM, the third largest computer in Europe.The Kaleidoscope Project has privileged access
through the BSC-CNS to Cell/BE based systems and technology because the BSC-CNS is one of the few research
centers in the world developing libraries and codes for such processors.

41



2.5 Operations Depal’tment Research and Support Activities - 43

The key mission of the Operations Department is to (| Key Projects

ensure the continued availability and accessibility of RES

e systems 24 hoursa day, 7 days a week and to prow'de s'up- P RES (Red Espafiola de Supercomputacion):The Spanish Supercomputing Network offers coordinated HPC services

Sgg' G:°”a- port to all the users of the RES. Further core objectlves to the Spanish scientific community. The Operations Department is responsible for the coordination of the net-
perations . . . . . .

Department ~ are to manage upgrades to the MareNostrum and other work, including all support and administration services.

PIree” RES nodes; facilitate access to RES facilities, including on-

The Operations Department was involved in the following projects during 2010:

P DEISA2: the Distributed European Infrastructure for Supercomputing Applications is a consortium of leading natio-
nal Supercomputing centres that aims to foster pan-European world-leading computational science research. The

line electronic app|ications, remote access, and porting of Operations Department is involved in most of the work packages, and coordinates the participation of the BSC-
. CNS in th ject.
code; manage the environmental aspect of the BSC-CNS " e projee
. . . . . » PRACE PP : In the PRACE Preparation Phase, the Operations Department was involved in work packages WP4,
installations; manage the technical aspects of integration WP5 and WP7.
of the MareNostrum in the DEISA and European HPC » PRACE IIP: In the PRACE First Implementation Phase, the Operations Department is involved in WP6,WP7 and
network grids; and ensure that RES staff receive appropriate training and skills development WP8, and coordinates the participation of the BSC-CNS in the project.
in order to be able to professionally carry out their duties in an environment of constant P HPC-EUROPA-2 : In the Pan-European Research Infrastructure on High Performance Computing, the Operations

. team is involved in work packages NA2 and JRA2, and coordinates the participation of the BSC-CNS in the project.
technological change and advancement.
» HPC-WORLD: HPCW is a consortium of 6 key-players in High Performance Computing, all around the world, 5

. Supercomputing Centers (CINECA, BSC, FZJ, SDSC and BlueFern) plus GENCI, the French national agency in char-
(( Ove rview ge of HPC coordination.
The Operations Department, led by Sergi Girona, ensures the continued daily functioning of the RES supercomputers and P EESI :The objective of this Support Action, co-funded by the European Commission, is to build a european vision
remote access by users both within Spain and internationally. In addition to all the routine maintenance and operations and roadmap to address the challenges of the new generation of massively parallel systems composed of millions of
. . : . e heterogeneous cores which will provide multi-Petaflop performances in the next few years and Exaflop performan-
tasks, the Department staff are also heavily involved in planning and designing new systems and support facilities. Further- ces in 2020
more, the entire Department participates in European projects such as PRACE, EESI, DEISA2, HPC-Europa and HPC World. '
The constant upgrading and utilisation of cutting edge technology implies that staff within the Department, liaison staff (( S)’Stem Ad ministration

at the RES nodes and scientific users all face continuous change in systems and procedures. The management of these

The System Administration Group is res-
changes and their dissemination to all who may be affected by them are also regular activities of the Department.

ponsible for general operation, upgrades and
. . maintenance of the MareNostrum and other
(( Organ|sat|0na| Structu re BSC-CNS systems, as well as providing tech-
nical support to the operators of the other

Th ions D i din th : Sys-
e Operations Department is structured in three groups: Sys RES nodes. The Group also undertakes nu-

Operations tem Administration, User Support, and Facility Management.

Director merous special projects for continuous im-
Systems Administration supervises the daily operations of two key provement of BSC-CNS systems and servi-
resources: the MareNostrum Supercomputer and the Spanish Su- ces and provides technical support to key
percomputing Network (RES), bearing responsibility for system research projects.
User 5}’S_tem_ Facility administration, security, resource management, networking and
SAEECHE Acminbaacer HETECETER helpdesk. This group also takes care of running all the other IT Mar‘eNOStr‘um Pel"formance 20 | 0

equipment installed at the BSC-CNS and related facilities.
Weekly Use of the MareNostrum in 2010

User Support is responsible

i : 1800000 — — — — — — — — — — — — — — — — —
for direct user support pro- Operations Department Staff & Collaborators 2010
viding detailed knowledge of 1600000 —p— A f— - 4 — . — — — — — — —
programming models, libraries, Director 1 400000 _ A . Companies
performance tools and appli- 1200000 o - B Operations
cations, and also is responsible Group Managers B BsC.CNS
1000000
for management of the BSC System Administration RES
website, and the management 800000
. . . = Maxi H
and support of 3D visualization User Support 600000 ximum Hours
. = 20,00%
equipment. RES Coordinator 400000
F.aC|I|ty Management is resp.on- Visitors 200000
sible for the safe and efficient 0
. .. Jan 2010 Feb 2010 Mar 2010 Apr 2010 May 2010 Jun 2010 Jul 2010 Aug 2010 Sep 2010 Oct 2010 Nov 2010 Dec 2010
working condition of key BSC- 0 2 4 6 8 10 12 14 MareNost has b ) duction the whol i . ods. Usine th o Cof
CNS facilities, such as the Ma- areNostrum has been in production the whole year, except for maintenance periods. Using the remaining part o

the year as the basis for calculations, the observed system utilization is approximately 85%. In addition to BSC-CNS

reNostrum supercomputer and ;
internal groups, more than 279 external groups accessed to the MareNostrum system.

ancillary power, data and envi-

ronmental systems. Utilisation is defined by the formula: Ewal"’“hmjx 100
tOtalhaurs



Training and Seminars

The Operations Department has been directly involved in the training program organised by the RES project during
2010.All the detailed information about the trainings scheduled is available in the RES section of this report.

HPC Storage Upgrade

BSC opened a tender to upgrade the MareNostrum storage system; the objective was
not only a technological upgrade but a complete redesign of the original storage system.
The most important change was the disassociation of the storage subsystem from the
MareNostrum supercomputer. During recent years the BSC-CNS has increased the
number and diversity of its HPC resources and so the need arose for a central disk to
service them all. The new system addresses this need, and at the end of 2010 the was
in the final stage of installation.

The new storage system will provide:
P 1.9 PB for user data storage
P 33.5TB for metadata storage (inodes and internal filesystem data)

P Total aggregated performance of 15GB/s

P GPFS filesystems configured and optimized to be mounted on 3000 nodes

CNAG moved to production

IR In 2010 the Operations Department set up a production cluster and storage for the
BT i National Center for Genomic Analysis (Centro Nacional de Analisis Genomico, CNAG).

The production cluster consists of 104 R422E2 servers offering up to 832 cpus and 4.9
TB of memory with a peak performance of 9,52 TFlops in 2 racks. Each node includes a
Xeon X5570 processor quad-core, 48 GB of DDR3 RAM memory,a 250 GB Hard Disk,
4 ethernet interfaces an | QDR Infiniband interface for MPI traffic.

The storage system offers up to | PB raw space composed of 600 2TB SATAII disks,
and 29.5 TB for metadata storage in 66 SAS disks of 450 GB each.The parallel filesystem
selected is Lustre, which is managed and served by 6 R423E2 servers.

Slurm was installed as the resource management system, configured with multiple
queues and different priorities (according to CNAG production requirements).

An optimised transfer system was defined and implemented to move all sequencing information generated from the
I3 sequencing machines to the central Lustre storage, so it can then be processed in the computing cluster. Several
services, such as MySQL, have been installed for accessing all generated sequencing data.

The BSC-CNS is also providing remote backup service for CNAG data,and HPC user support and application enabling
to optimise and parallelise CNAG applications.

(€User Support

The User Support Group provides assistance with all as-
pects of scientific computing. This assistance includes ge-
neral user support, code optimization and parallel model
building support, and porting serial and parallel codes for
supercomputers such as MareNostrum. The group is also
involved in the creation of scripts for ease of use as well as
assistance with software packages and tutorials on specia-
lised topics or programs. In addition the support group is
also in charge of the BSC virtual reality and 3D visualisa-
tion system, the BSC official web site, the Intranet and the
graphical design activities.

Support Requests in 2010

The number of support requests received in 2010 was 4643 and these are presented in the figures below, split by
support request area and the distribution of requests per month.

Research and Support Activities

User Support Requested by Topic 2010 User Support Requested by Scientific Area 2010

Software Others (Physics,
Others Requests Astrophysics, Fluid ScEiZ;tches
Dynamics, ...)
Linux 15% 15%
Assistance o Optimization 21% 16%
8% o Assistance
3% Comput [0)7
omputer o Lif
_ 17% o 1% Parallelization Architecture & 22% Scielneces
Compilation 10% Support
Support 5% ° o
9% 1% y Code Development 25% 6%
Job ° Assistance Chemi g
) ; emistry an ]
MAa:Saiffar::gt Sﬁ';ggft Portlnlgo\ﬁghl;gzzflﬁ:strum Material Seience Deep Computing

3D visualisation system

e Bl A new powerful tool was built at the BSC-CNS in 2010; it is aVR-System configured like

= ' ’ a stereo-wall and located in the foyer of the Chapel Building. The system is a stereos-
copic visualisation device with a high-end BARCO projector which is able to project
up to 120 Hz (60 frames per eye alternatively), giving professional-level 3D viewing. The
image is projected over a big flat screen and viewers have to use active stereo glasses
that are synchronised with the projector via infra-red emitters.The projection system is
connected to a high-performance workstation which has stereoscopic native hardware.

TheVR-System was built with two main purposes, research and dissemination. Scientists will be provided specific software
assistance in order to obtain a high quality visualisation from data resulting from MareNostrum simulations. For dissemina-
tion, researchers will be able to produce demonstrations of their results and disseminate their work to public audiences.

GROMACS optimization

In 2010 a hybrid parallelisation of a Molecular Dynamic Application was
performed. GROMACS was chosen as this application is one of the
most commonly used in Life Science HPC, and the one that consumed
the most resources in MareNostrum during 2010. More than 7% of the
hours granted by the Access Committee were used by GROMACS.

W i=tF WP+ 2eseEss B D MPY+ d SMPS

The parallelisation was constituted using the official MPI code plus SMP
SuperScalar (programming model developed by the Computer Science
Department at BSC-CNS). During the process,an intermediate version
using OpenMP threads was developed and then the most intensive cal-
culation parts of the code were ported to SMPSs.With these improve-
ments, the code is able to scale beyond 512 up to 2048 processors,by .
reducing the number of p2p and All-to-All communications. S aen oo e

do_resibonded eale_bons sprmid_q_baplney da_updise

This porting drove some interesting internal collaborations between Operations and Computer Science and helped
strengthen relations with the GROMACS developers in Sweden. Part of the modifications are currently being analysed
by the developers in order to include them in new releases of the code.

(€ Facility Management
2010 Key Accomplishments

P Initiated planning and design of major projects such as Marelncogni-
to*, Capacity expansion of MareNostrum™*,

P Completed renovation and installation projects such as CNAG, 3D
visualization system, refurbishment projects in Nexus | & Nexus II.

P Effectively completed over 233 work orders for maintenance.
P Updated and revised contracts for service suppliers to better reflect current business practices.
P Established a common folder which allows Facility Management and Administration departments to share documents.

P Developed detailed plans for the IT facilities of the new BSC-CNS building. Out of the total space, the IT installa-
tions will occupy an area of 1000 m2, with a further 800 m2 of related facilities.

P Revised systems to increase the number of racks in the Chapel, enabling racks with more power consumption, but
maintaining or even improving the quality of the cooling system.
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2.6 Management Department Research and Support Activities - 47

The key mission of the Management Department is to (€ Finance and Business Administration
optimise coordination of the activities of the BSC-CNS
. Ouingl arllad provide consolidated planning and management of Led by Mercé Calvet, the Finance & Business Administration Unit in 2010 improved internal management and reporting
rnest Quingles, X S h . d the i ing dail .. f th d facili d the i . f
ystems to support research projects and the increasing daily activity of the centre, and facilitated the integration o
M
Dzr;aagrinn:::: support services to better meet .the'futu!'e Cha”eng.es new staff and visitors from local universities, and national and international mobility programs.
s facing the centre. Other core objectives include relia-

ble and timely financial reporting, human resources ma- Finance & Accounting
nagement, and building awareness of the BSC-CNS, its
mission, activities and its services. The department also

The Finance & Accounting Group is responsible for the financial resources management of the BSC-CNS (expenses,
ist th d ¢ ts in identifyi lvi d budgets, audits, bank relations, suppliers, receiving payments and budget deviations). The Group also prepares the
assiSts other departments in 1den |fy|ng, applying an financial reporting for project audits, working closely with the Project Management Group, and the Marketing & Com-

. managmg competitive p.ro]ects, initiating and devek?ng munication Group in preparing budgets. In 2010 the Group implemented the SAP Bl tool to provide higher levels of
systems and processes to increase the efficiency and effectiveness of staff and the quality of fiscal control and better reporting capabilities.

work, and developing electronic management tools.
Human Resources

(( Overview The Human Resources Group is responsible for managing selection processes, hiring and training, job descriptions,
labour relations and collective bargaining, planning careers and internal promotion, and preventing work-related acci-
dents. In 2010 various improvements were made in the areas of recruitment, mobility programs and induction proces-
ses,and work continued on a career plan for future individualised professional development programs for all BSC-CNS
staff. The Human Resources Group support all personal contracts and scholarships/fellowships granted.

The Management Department, led by Ernest Quingles, aims to provide administrative and management services to all
the other departments. It is responsible for the administration of finances, projects, human resources, communication
and office management. Due to the continued growth of the BSC-CNS and constantly changing needs due to the range
of activities carried out by the centre, the Management Department maintains a somewhat flexible internal structure,

with work teams being formed to tackle different issues. 2010 Personnel by Function 2010 Personnel by Gender 2010 Personnel by Region of Origin
Managerial South North
Support An(::rica America

(€ Organisational Structure

Female

Technical
Support

Management
Director

Male

Finance &
Business
Administration

Project
Management

Marketing &

Communication

General Administration Support

The General Administration Group is responsible for activities such as organisation of official meetings, including those
of the Access Committee, the Executive Commission, the Board of Trustees and other events. The Group manages
travel services, space allocation, supply orders and execution of public tender processes, as well as providing general

The Management De- M D Seaff & Collab 2010 administrative support and reception services, such as receiving visiting researchers, official representatives and invited
partment is structured anagement Department Sta ollaborators speakers.

in three units: Finance & )
Business Administration Director (( Project Management
rovides three key servi- Group Managers - i

Ees: Human ReSOUZCES, Fi- R h Proiect M The BSC-CNS’.S Project Management BRGNS PrOIGCtS 2010 B Computer Sciences
d Accounting, and esearch Froject Managers Office (PMO) is resPonS|bIe for the

nGa:::r:In Administre;tion Marketing & Communication management of pubillcly fu'nded pro- Industry B Earth Sciences

jects and collaborations with private ) )

Support. The Project Ma- General Administration industry .The PMO is also responsible National W Life Sciences

nagement Unit is respon- Finance & Accounting for the detection and communication W CASE

sible for managing projects of new funding opportunities and for IntematEignagi mO :

and technologies, identi- ruman Resources coordinating the submission of pro- perations

fying opportunities, initia- Researcz:;izz:: ject proposals. 0 > 10 '3 20 % 30 m Directors

ting and managing project In 2010, the BSC-CNS participated in Number of Active Projects

proposals funded by public 0 2 N ¢ 8 10 69 active projects, funded by national

scientific calls as well as by agencies, the European Commission and private industry. In addition to administering active projects, the Project Ma-

industry sponsored research contracts. The Marketing & Communication Unit is responsible for all activities related nagement Group assisted BSC-CNS researchers in submitting a large number of new project proposals during 2010

to the corporate image such as communication (media), events management, public visits to the MareNostrum super- to help ensure continued funding for the BSC-CNS’s research activities.

computer, dissemination of activities and results to academia and industry and promoting science in society.



(€ Marketing & Communication

The Marketing and Communication Area is in charge of increasing awareness of the centre and disseminating informa-
tion about research activities both in the scientific and industrial communities, as well as society in general.

Visitors

During the course of 2010, the BSC-CNS received a total of 7650 visitors Visits to the MareNostrum 2010
from national and international centres, including universities, research cen- Other
tres, industry and non-profit organisations. This is an increase of 4% in res- BSC |

pect to the the number of visits in 2009. G%‘:&tﬁ;ade !

Private

Visitors to the MareNostrum are given a tour of the supercomputer and  , cirtions

view a specially prepared video describing the technology used in the centre s Schools
L . . Individuals
and the applications resulting from research that uses the supercomputing
capacity of the MareNostrum and other RES nodes.The visits are sometimes Industry
tailored depending on the target audience. Congresses
. . s *IBM
During 2010, the BSC-CNS received several official visits: Universities

UPC

P September: Sr. Juan Tomds Hernani, Secretary of Innovation
P October:Artur Mas, Leader of the CiU
P November: Mariano Rajoy, President of Partido Popular, and Alicia Sanchez-Camacho, President of PP Catalufia

This year the Marketing and Communications Group organised for the first time an Open Day in collaboration with
the City Council that opened relevant buildings in the city to the general public. Thanks to coverage of the event on
the TV in the midday news, activity increased significantly in the afternoon, drawing over 300 visitors. This is another
mechanism to disseminate BSC-CNS research results as well as familiarising the general public with supercomputing.

BSC-CNS in the Media

During 2010 the BSC-CNS was mentioned |71 times in national and international newspapers and magazines. Most
coverage was received in the print media, with TV and online press in second place, followed by radio and lastly wires.

In total, the BSC-CNS sent out | | press releases in Spanish, Catalan and English that were also posted to the Press
section of the BSC-CNS website.All identified press impacts were also posted.

The press team also regularly updated the press dossiers of the BSC-CNS and the RES in English, Catalan and Spanish,
as well as the press dosier of th BSC-Microsoft Research Center.This team also supported the production of various
press releases of European Projects (VELOX, MERASA, Hipeac, PRACE, HPC-EUROPA, etc.).

The BSC-CNS was the local host for the press of the ECRI conference (www.ecri2010.es), organising the European and
National press tour to the different research institutes. The team coordinated the Spanish Ministry Press Department
as well as the European Council press teams, providing required services to assist journalists during the conference.

Participation in Key Events, Seminars and Workshops
In 2010, BSC-CNS organised the following:

P Sixth European Conference on Research Infrastructures 2010, 22-24 March 2010
P Open e-IRG Workshop in Madrid, 1 7th June 2010

P DEISA- PRACE Symposium, 10-12 May 2010

P PRACE tutorial, 6-9 September 2010

P The Programming and Tuning Massively Parallel Systems Summer School (PUMPS), 5-9 July 2010
» PRACE Autumn school, 25-29 October 2010

P Jornada de Puertas Abiertas al BSC, 16 October 2010

The BSC-CNS also had a significant presence at:

P International Supercomputing Conference (ISC2009), Hamburg, June 2010

P Supercomputing (SC’09), November 2010

2.7 Publications

Research and Support Activities

(€ Computer Sciences 2010 Publications

Journals

» Alberto Sanchez, Maria S. Pérez, Jesiis Montes, Toni Cortes, “A high performance suite of data services for grids”. Future Generation Computer
Systems, 1/4/2010

» Alex Ramirez, Felipe Cabarcas, Ben Juurlink, Mauricio Alvarez Mesa, Friman Sanchez, Arnaldo Azevedo,Cor Meenderinck,Catalin Ciobanu, Sebas-
tian Isaza,Georgi Gaydadjiev,"”The SARC Architecture””. I[EEE Micro, vol. 30, no. 5, pp. 16-29, 1/9/2010

» Andras Micsik, Jorge Ejarque, Rosa M. Badia,“A Semantic Toolkit for Scheduling in Cloud and Grid Platforms”. ERCIM News 83, 14/10/2010

» Eduard Ayguade, Rosa M. Badia, Pieter Bellens, Daniel Cabrera,Alejandro Duran, Marc Gonzalez, Francisco Igual, Daniel Jimenez-Gonzalez, Jesus
Labarta, Luis Martinell, Xavier Martorell, Rafael Mayo, Jose M. Perez, Judit Planas and Enrique S. Quintana-Orti,"“Extending OpenMP to Survive the
Heterogeneous Multi-core Era”. International Journal of Parallel Programming, vol. 38, nos: 5-6, pages: 440-459, 1/6/2010

» Harm Munk, Eduard Ayguade, Cedric Bastoul, Paul Carpenter, Zbigniew Chamski, Albert Cohen, Marco Cornero, Philippe Dumont, Marc Du-
ranton, Mohammed Fellahi, Roger Ferrer, Razya Ladelsky, Menno Lindwer, Xavier Martorell, Cupertino Miranda, Dorit Nuzman,Andrea Orstein,
Antoniu Pop, Sebastian Pop, Louis-Noel Pouchet,Alex Ramirez, David Rodenas, Erven Rohou, Ira Rosen, Uzi Shvadron, Konrad Trifunovic and Ayal
Zaks,“ACOTES Project: Advanced Compiler Technologies for Embedded Streaming Harm Munk”. International Journal of Parallel Programming,
pp. 1-54,20/4/2010

» Hatem Ltaief, Jakub Kurzak, Jack Dongarra, Rosa M. Badia, “Scheduling Two-sided Transformations using Tile Algorithms on Multicore Architectu-
res”. Scientific Programming, vol 18(1), pages 35-50, 1/1/2010

» lIsaac Gelado, John E. Stone, Javier Cabezas, Sanjay Patel, Nacho Navarro,Wen-mei W. Hwu, “An Asymmetric Distributed Shared Memory Model
for Heterogeneous Parallel Systems”. ACM SIGARCH Computer Architecture News - ASPLOS ‘10, 13/3/2010

» |.Ejarque, M. de Palol, I. Goiri, F JuliA , . Guitart, R. Badia, and ). Torres, “Exploiting Semantics and Virtualization for SLA-driven Resource Allocation
in Service Providers”. Concurrency and Computation: Practice and Experience,Vol. 22 (5), pp. 541-572, 1/4/2010

» J. Guitart, ). Torres, and E.Ayguadé,“A Survey on Performance Management for Internet Applications”. Concurrency and Computation: Practice
and Experience,Vol.22 (1), pp. 68-106, 1/1/2010

» Jakub Kurzak, Hatem Ltaief, Jack Dongarra, Rosa M. Badia, “Scheduling dense linear algebra operations on multicore processors”. Concurrency
and Computation: Practice and Experience, volume 22, issue 1, 1/1/2010

» Jesus Labarta, “Marelncognito: A Perspective towards Exascale”. Facing the Multicore-Challenge: Aspects of new Paradigms and Technologies in
Parallel Computing. LNCS6310., 18/3/2010

» Jose Maria Camara, Miquel Moretd, Enrique Vallejo, Ramén Beivide, Carmen Martinez, Jose Miguel-Alonso and Javier Navaridas, “Twisted Torus
Topologies for Enhanced Interconnection Networks”. IEEE Transactions on Parallel and Distributed Systems, 1/12/2010

» M. Macias, O. Rana, G. Smith, J. Guitart, and . Torres, “Maximizing Revenue in Grid Markets using an Economically Enhanced Resource Manager”.
Concurrency and Computation: Practice and Experience,Vol. 22 (14), pp. 1990-201 1, 1/9/2010

» Maja Etinski, Julita Corbalan, Jesus Labarta, Mateo Valero, “Utilization Driven Power-Aware Job Scheduling”. Computer Science - Research and
Development,Volume 25, Number 3-4, 1/9/2010

» Marc Casas-Guix, Rosa M. Badia, Jesus Labarta,“Automatic Phase Detection and Structure Extraction of MPI Applications”. International Journal
of High Performance Computing Applications,Vol. 24, Number 3, pp. 335-360, 1/8/2010

» Mateo Valero and Nacho Navarro,“Multicore, the View from Europe”. IEEE Micro Journal (special issue editors), [/9/2010

» Matthias Muller and Eduard Ayguade, “Guest Editors’ Introduction”. International Journal of Parallel Programming (Special issue on OpenMPI),
vol. 38,no. 5, pp. 339-340, 1/10/2010

» Miquel Moretd, Francisco J. Cazorla, Alex Ramirez, Rizos Sakellariou and Mateo Valero, “FlexDCP: a QoS framework for CMP architectures”. ACM
Operating Systems Review, pp. 86-96, vol. 43, no. 2. Special Issue on the Interaction among the OS, Compilers, and Multicore Processors, 30/4/2010

» Nikola Vujic, Felipe Cabarcas, Marc Gonzalez, Xavier Martorell, Alejandro Ramirez, Eduard Ayguade, “DMA++: On the Fly Data Realignment for
On-Chip Memories”. IEEE transactions on computers, 9/12/2010

» Nikola Vujic, Marc Gonzalez, Xavier Martorell, Eduard Ayguade, “Automatic Prefetch and Modulo Scheduling Transformations for the Cell BE
Architecture”. IEEE Transactions on Parallel and Distributed Systems, vol 21(4), pp.494-505, 15/4/2010

» Ramon Bertran, Marc Gonzalez, Xavier Martorell, Nacho Navarro, Eduard Ayguade, “Local Memory Design Space Exploration for High-Perfor-
mance Computing”.The Computer Journal, vol. 53(3),23/3/2010

» Roger Ferrer, Pieter Bellens, Jae-Seung Yeom, Scott Schneider, Konstantinos Koukos, Michail Alvanos, Viceng Beltran, Marc Gonzilez, Xavier
Martorell, Rosa M. Badia, Dimitrios S. Nikolopoulos,Angelos Bilas, Eduard Ayguadé, “Parallel Programming Models for Heterogeneous Multicore
Architectures”. IEEE Micro, vol. 30, no. 5, 1/9/2010

» S.Reyes, C. Muiioz-Caro,A. Nifio, R. Sirvent, R.M. Badia, “Monitoring and Steering Grid Applications with GRID superscalar”. Future Generation
Computer Systems, vol. 26 (4), pp. 645-653, 1/4/2010

» Schwiegelshohn, U.; Badia, R.M.; Bubak, M.; Danelutto, M.; Dustdar, S.; Gagliardi, F; Geiger,A.; Hluchy, L.; Kranzlmuller; D; Laure, E.; Priol, T.; Reinefeld,
A.; Resch, M;; Reuter, A ; Rienhoff, O.; Ruter, T.; Sloot, P;Talia, D.; Ullmann, K.; Yahyap, “Perspectives on grid computing”. Future Generation Com-
puter Systems,Volume 26, Issue 8, October 2010, Pages 11041115, 1/10/2010

» Yehuda Afek, Ulrich Drepper, Pascal Felber, Christof Fetzer,Vincent Gramoli, Michael Hohmuth, Etienne Riviere, Per Stenstrém, Osman S. Unsal,
Walther Maldonado, Derin Harmanci, Patrick Marlier, Stephan Diestelhorst, Martin Pohlack, Adrian Cristal, Ibrahim Hur, Aleksandar Dragojevic,
Rachid Guerraoui, Michal Kapalka, Sasa Tomic, Guy Korland, Nir Shavit, Martin Nowack, Torvald Riegel,“The Velox Transactional Memory Stack”.
IEEE Micro 30(5): 76-87, 1/9/2010

Book Chapters

» Carlos Boneti, Roberto Gioiosa, Francisco J. Cazorla and Mateo Valero, “Using hardware resource allocation to balance HPC applications, Parallel
and Distributed Computing”. Parallel and Distributed Computing, 1/1/2010

» Cecilia Gonzalez, Harald Servat, Daniel Cabrera, Xavier Aguilar, Carles Pons, Juan Fernandez and Daniel Jimenez, “Drug Design on the Cell BE”.
Scientific Computing with Multicore and Accelerators, pp 331-346,23/12/2010
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» Jesus Labarta, “New Analysis Tecniques in the CEPBA-Tools Environment”. in Tools for High Performance Computing 2009. Springer. ISBN 978-
3-642-11260-7,1/1/2010

» Mateo Valero,“Computadores de Altas Prestaciones”. Memorias de la Real Academia de Ciencias y Artes de Barcelona.Vol. LXIV, no. 6, pp. 247-
315, 1/1/2010

International Conferences

» Josep M Perez, Rosa M. Badia and Jesus Labarta, “Handling task dependencies under strided and aliased references”. Proceedings of the 24th ACM
International Conference on Supercomputing, 4/6/2010

Aislan G Foina, Rosa M Badia and Javier Ramirez-Fernandez, “G-means Improved for Cell BE Environment”. Facing the Multicore-Challenge,
17/3/2010

Aislan G. Foina, Javier Ramirez-Fernandez, and Rosa M. Badia, “Cell BE and Bluetooth applied to Digital TV”. proceedings of 12th IEEE/IFIP Net-
work Operations and Management Symposium (NOMS 2010), 19/4/2010

Aislan Gomide Foina, Francisco Javier Ramirez-Fernandez, Ahmed El-Deeb, Rosa M Badia, “Player Tracker - A Tool to Analyze Sport Players using
RFID”. proceedings of 8th IEEE International Conference on Pervasive Computing and Communications PerCom 2010, 29/3/2010

Alejandro Rico, Jeff H. Derby, Robert K. Montoye, Timothy H. Heil, Chen-Yong Cher, Pradip Bose,“”Performance and Power Evaluation of an In-
line Accelerator””. Proceedings of the 2010 ACM International Conference on Computing Frontiers, 1/5/2010

Alessandro Cilardo, Luigi Esposito, Antonio Veniero,Antonino Mazzeo,Viceng Beltran and Eduard Ayguadé,“A CellBE-based HPC Application for
the Analysis of Vulnerabilities in Cryptographic Hash Functions”. Melbourne, Australia, [/9/2010

Alessandro Morari, Francesco Piermaria, Emiliano Betti, Roberto Gioiosa, Marco Cesati,“Analyzing OS noise for HPC systems”.The 6th ACACES
2010 (Advanced Computer Architecture and Compilation for High-Performance and Embedded Systems), 12/7/2010

Alvaro Martinez, Santiago Prieto, Noé Gallego, Ramon Nou, Jacobo Giralt, Toni Cortes,“XtreemOS-MD: Grid computing from mobile devices”.
Mobilware 2010, 30/6/2010

Bhavishya Goel, Sally A. McKee, Roberto Gioiosa, Karan Singh, Major Bhadauria and Marco Cesati,“Portable, Scalable, per-Core Power Estimation
for Intelligent Resource Management”. Green Computing Conference, 2010 International, 16/8/2010

Enric Tejedor, Rosa M. Badia, Romina Royo and Josep L. Gelpi, “Enabling HMMER for the Grid with COMP Superscalar”. Proceedings of the Inter-
national Conference on Computational Science 2010, 31/5/2010

Enrique Vallejo, Ramoén Beivide, Adrian Cristal, Tim Harris, Fernando Vallejo, Osman Unsal, Mateo Valero, “Architectural support for Fair Reader-
Writer Locking”. 43rd International Symposium on Microarchitecture (Micro-43), 18/12/2010

Ernest Artiaga and Toni Cortes,“Using File System Virtualization to Avoid Metadata Bottlenecks”. Design,Automation and Test in Europe (DATE
2010),8/3/2010

Felipe Cabarcas,Alejandro Rico,Yoav Etsion,Alex Ramirez, “Interleaving Granularity on High Bandwidth Memory Architecture for CMPs”. In Intl.
Conf. on Embedded Computer Systems: Architectures, Modeling, and Simulation (SAMOS), 2/7/2010

Ferad Zyulkyarov, Srdjan Stipic, Tim Harris, Osman Unsal,Adrian Cristal, Ibrahim Hur, Mateo Valero,“Discovering and Understanding Performan-
ce Bottlenecks in Transactional Applications”. 19th International Conference on Parallel Architectures and Compilation Techniques PACT2010,
18/9/2010

Ferad Zyulkyarov, Tim Harris, Adrian Cristal, Osman S. Unsal, Mateo Valero, “Debugging Programs that use Atomic Blocks and Transactional Me-
mory”. 15th ACM SIGPLAN Symposium on Principles and Practice of Parallel Programming (PPoPP10), 18/1/2010

Friman Sanchez, Felipe Cabarcas,Alex Ramirez, Mateo Valero,““Long DNA Sequence Comparison on Multicore Architectures”. Proceedings of the
| 6th international Euro-Par conference on Parallel processing, 1/9/2010

G. Reig, J. Alonso, and ). Guitart, “Prediction of Job Resource Requirements for Deadline Schedulers to Manage High-Level SLAs on the Cloud”.
9th IEEE International Symposium on Network Computing and Applications (NCA’10), Cambridge, Massachusetts, USA, pp. 162-167 (Short
Paper), 15/7/2010

German Llort, Juan Gonzalez, Harald Servat, Judit Gimenez, and Jesus Labarta,“On-line Detection of Large-scale Parallel Application’s Structure”.
24th IEEE International Parallel and Distributed Processing Symposium (IPDPS’2010), 1/5/2010

I. Goiri, FJulia, J. Guitart, and . Torres, “Checkpoint-based Fault-tolerant Infrastructure for Virtualized Service Providers”. | 2th IEEE/IFIP Network
Operations and Management Symposium (NOMS’10), Osaka, Japan, pp. 455-462, 19/4/2010

I. Goiri, F Julia, R.Nou, J.L. Berral, ). Guitart,and ). Torres,“Energy-aware Scheduling in Virtualized Datacenters”. | 2th |[EEE International Conference
on Cluster Computing (Cluster’|0), Heraklion, Crete, Greece, pp. 58-67,20/9/2010

1. Goiri, ]. Guitart, and J. Torres, “Characterizing Cloud Federation for Enhancing Providers’ Profit”. 3rd IEEE International Conference on Cloud
Computing (CLOUD’[0), Miami, Florida, USA, pp. 123-130, 5/7/2010

1. Goiri,).O.Fito, F Julia, R. Nou, ].L. Berral, ). Guitart,and J. Torres,“Multifaceted Resource Management for Dealing with Heterogeneous Workloads
inVirtualized Data Centers”. | Ith International Conference on Grid Computing (Grid’|0), Brussels, Belgium, pp. 25-32,25/10/2010

» ). L. Gonzalez, Toni Cortes, Jaime Delgado-Meraz,Ana Piedad Rubio, “HRaidTools: An on-line Suite of Simulation Tools for Heterogeneous RAID
systems”. Third International Conference on Simulation Tools and Techniques (SIMUTools 2010), 15/3/2010

» ).L. Berral, I. Goiri, R. Nou, F. Julia, J. Guitart, R. Gavalda, and J. Torres, “Towards Energy-aware Scheduling in Data Centers using Machine Lear-
ning”. Ist International Conference on Energy-Efficient Computing and Networking (e-Energy’10), University of Passau, Germany, pp. 215-224,
13/4/2010

» ).O.Fito, |. Goiri, and J. Guitart,“SLA-driven Elastic Cloud Hosting Provider”. |8th Euromicro Conference on Parallel, Distributed and Network-
based Processing (PDP’10), Pisa, Italy, pp. | [ I-118, 17/2/2010

» ).O. Fitd, M. Macias, and |. Guitart,“Toward Business-driven Risk Management for Cloud Computing”. 6th IEEE/IFIP International Conference on
Network and Service Management (CNSM’10), Niagara Falls, Canada, pp. 238-241 (Short Paper), 25/10/2010

» Javier Bueno, Xavier Martorell, Juan José Costa, Toni Cortés, Eduard Ayguadé, Guansong Zhang, Christopher Barton and Raul Silvera, “Reducing
Data Access Latency in SDSM Systems using Runtime Optimizations”. Proc. of the CAS Conference (CASCON ‘10), pp. 160-173, 1/11/2010

Research and Support Activities

» Javier Diaz., Sebastian Reyes, Rosa M. Badia, Alfonso Nifio, Camelia Mufioz-Caro,“A General Model for the Generation and Scheduling of Para-
meter Sweep Experiments in Computational Grid Environments”. proceedings of the International Conference on Computational Science 2010,
ICCS2010,31/5/2010

» Jorda Polo, David Carrera,Yolanda Becerra, Jordi Torres, Eduard Ayguadé, Malgorzata Steinder, lan Whalley,“Performance-Driven Task Co-Schedu-
ling for MapReduce Environments”. 2010 EEE/IFIP Network Operations and Management Symposium (NOMS2010), 19/4/2010

» Jorge Ejarque,Andras Micsik, Raiil Sirvent, Peter Pallinger, Laszlo Kovacs and Rosa M. Badia, “Semantic Resource Allocation with Historical Data
Based Predictions”. The First International Conference on Cloud Computing, GRIDs, and Virtualization, 23/11/2010

» Jorge Ejarque, Enric Tejedor, Daniele Lezzi, RaA | Sirvent, Rosa M. Badia, “Supporting Parallel Tasks with GRID superscalar”. 4th Iberian Grid
Infraestructure Conference, 27/5/2010

» Jorge Ejarque, Raiil Sirvent and Rosa M. Badia,“A Multi-Agent Approach for Semantic Resource Allocation”. 2nd IEEE International Conference
on Cloud Computing Technology and Sciene, 23/11/2010

» Josep M. Perez,“An overview of StarSs”. DEISA-TeraGrid Summer School,Catania, Italy, 26/10/2010

» Juan Gonzalez, Judit Gimenez, and Jesus Labarta,“Performance Data Extrapolation in Parallel Codes”. ICPADS ‘10: Proceedings of the |6th Inter-
national Conference on Parallel and Distributed Systems, 1/12/2010

» Juan José Costa, Toni Cortes, Xavier Martorell, Javier Bueno-Hedo and Eduard Ayguadé,“Transient Congestion Avoidance in Software Distributed
Shared Memory Systems”. | Ith International Conference on Parallel and Distributed Computing, Applications and Technologies (PDCAT-10), pp.
357-364,8/12/2010

» K.Huck and . Labarta,“Detailed load balance analysis of large scale parallel applications”. 39th International Conference on Parallel Processing
(ICPP 2010), 1/9/2010

» Kamil Kedzierski, Miquel Moreto, Francisco J. Cazorla and Mateo Valero, “Adapting Cache Partitioning Algorithms to Real pseudo-LRU Replace-
ment Policies”. In 24th IEEE International Parallel & Distributed Processing Symposium (IPDPS), Atlanta, Georgia, 19/4/2010

» M. Macias and ). Guitart, “Using Resource-level Information into Nonadditive Negotiation Models for Cloud Market Environments”. |2th IEEE/
IFIP Network Operations and Management Symposium (NOMS’10), Osaka, Japan, pp. 325-332, 19/4/2010

» M. Macias, J.O. Fitd, and . Guitart, “Rule-based SLA Management for Revenue Maximisation in Cloud Computing Markets”. 6th IEEE/IFIP Interna-
tional Conference on Network and Service Management (CNSM’10), Niagara Falls, Canada, pp. 354-357 (Short Paper), 25/10/2010

» Maja Etinski, Julita Corbalan, Jesus Labarta, Mateo Valero,“Optimizing Job Performance Under a Given Power Constraint In HPC Centers”. Inter-
national Green Computing Conference, 15/8/2010

» Marjanovic V;; Labarta J.; Ayguade E.;Valero M., “Overlapping Communication and Computation by Using a Hybrid MPI/SMPSs Approach”. 24th
International Conference on Supercomputing. Epochal Tsukuba, Tsukuba, Japan, 1/6/2010

» Mauricio Alvarez,Alex Ramirez, Mateo Valero,Arnaldo Azevedo, Cor Meenderinck and Ben Juurlink,“Performance Evaluation of Macroblock-level
Parallelization of H.264 Decoding on a cc-NUMA Multiprocessor Architecture”. In 4CCC. 4th Colombian Computing Conference, Bucaramanga
(Colombia), 1/4/2010

» Mehmet Kayaalp, O uz Ergin, Osman Unsal, Mateo Valero, “Exploiting Inactive Rename Slots for Detecting Soft Errors”. 23th Conference on
Architecture of Computing Systems (ARCS’10), 18/2/2010

» Miquel Moreto, Francisco Javier Cazorla, Rizos Sakellariou and Mateo Valero,“Load Balancing Using Dynamic Cache Allocation”. ACM Internatio-
nal Conference on Computing Frontiers (CF), 18/5/2010

» Nicolas Poggi, David Carrera, Ricard Gavalda, Jordi Torres and Eduard Ayguadé, “Characterization of Workload and Resource Consumption for
an Online Travel and Booking Site”. 2010 IEEE International Symposium on Workload Characterization (IISWC-2010),2/12/2010

» NikolaVujic,Marc Gonzi;/2lez, Eduard Ayguadi; /2, Xavier Martorell,Alex Ramirez and Felipe Cabarcas, " DMA++: On the Fly Data Realignment for
On-Chip Memories”. In |6th IEEE International Symposium on High-Performance Computer Architecture, Bangalore (India), [/1/2010

» Paul Carpenter,Alex Ramirez and Eduard Ayguadé, “Buffer sizing for self-timed stream programs on heterogeneous distributed memory multi-
processors”. In International conference on High-Performance Embedded Architectures and Compilers (HIPEAC) 2010), Pisa (Italy), 1/1/2010

» Paul M. Carpenter, Alex Ramirez, Eduard Ayguade, “Starsscheck: a tool to find errors in task-based parallel programs”. Proceedings of the 16th
international Euro-Par conference on Parallel processing, 1/9/2010

» Petar Radojkovic,Vladimir Cakarevic, Javier Verdu,Alex Pajuelo, Francisco J. Cazorla, Mario Nemirovsky and Mateo Valero,“Thread to Strand Bin-
ding of Parallel Network Applications in Massive Multi-Threaded Systems”.In |5th ACM SIGPLAN Annual Symposium on Principles and Practice
of Parallel Programming, Bangalore, India, 9/1/2010

» Pilar Gonalez-Férez, Juan Piernas, and Toni Cortes,“Simultaneous Evaluation of Multiple 1/O Strategies”. 22nd International Symposium on Com-
puter Architecture and High Performance Computing, 25/10/2010

» Ramon Bertran, Marc Gonzalez, Xavier Martorell, Nacho Navarro, and Eduard Ayguade,“Decomposable and Responsive Power Models for Mul-
ticore Processors using Performance Counters”. Proc. of the 24th ACM Int. Conf. on Supercomputing, pp.147-158, 1/6/2010

» Ramon Bertran, Marc Gonzi;/2lez,Yolanda Becerra, David Carrera,Viceni; /2 Beltran, Xavier Martorell, Jordi Torres, Eduard Ayguadi; 2, “Accurate
Energy Accounting for Shared Virtualized Environments using PMC-based Power Modeling Techniques”. | Ith ACM/IEEE International Conference
on Grid Computing (Grid 2010),25/10/2010

» Ramén Nou, Jacobo Girarlt, Julita Corbalan, Enric Tejedor, J. Oriol Fito, Josep M. Pérez, Toni Cortes, “XtreemOS Application Execution Manage-
ment:A scalable approach”. | [th ACM/IEEE International Conference on Grid Computing (Grid 2010),25/10/2010

» Roberto Gioiosa,“Towards sustainable exascale computing”.The 18th IEEE/IFIPVLSI System on Chip Conference (VLSI-SoC), 27/9/2010

» Roberto Gioiosa, Sally A. McKee, Mateo Valero , “Designing OS for HPC Applications: Scheduling”. The 2010 IEEE International Conference on
Cluster Computing (CLUSTER), 20/9/2010

» Roger Ferrer,Viceng Beltran, Marc Gonzalez, Xavier Martorell and Eduard Ayguadé, “Analysis of Task Offloading for Accelerators”. Proc. of the
5th International Conference, HIPEAC 2010, Pisa, Italy, January 25- 27,2010, 25/1/2010

» Sebastian Isaza, Friman Sanchez, Georgi Gaydadjiev, Alex Ramirez, Mateo Valero, “Scalability Analysis of Progressive Alignment on a Multicore”.
Proceedings of the 2010 International Conference on Complex, Intelligent and Software Intensive Systems(CISIS ‘10), 1/7/2010

» T.Cortes,"“Implications of Exascale Computing for Storage Systems Research”. IEEE International Conference on Cluster Computing, 22/9/2010
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Tanausu Ramirez, Oliverio Santana, Alejandro Pajuelo and Mateo Valero, “Efficient runahead threads”. PACT 2010. International Conference on
Parallel Architectures and Compiler Techniques, 1/9/2010

Tim Harris, Adrian Cristal, Sasa Tomic, Osman Unsal, “Dynamic Filtering: Multi-purpose Architecture Support for Language Runtime Systems”.
In the 15th International Conference on Architectural Support for Programming Languages and Operating Systems (ASPLOS XV), 18/3/2010

Victor Jimenez, Carlos Boneti, Francisco Cazorla, Roberto Gioiosa, Eren Kursun, Chen-Yong Cher, Canturk Isci, Alper Buyuktosunoglu, Pradip
Bose, Mateo Valero, “Power and Thermal Characterization of POWERé6 System”.The [9th International Conference on Parallel Architectures
and Compilation Techniques (PACT), 13/9/2010

Victor Jimenez, Roberto Gioiosa, Eren Kursun, Francisco Cazorla, Chen-Yong Cher; Alper Buyuktosunoglu, Pradip Bose, Mateo Valero, “Trends
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3.1 Spanish Supercomputing Network (RES)

RQF oS,

RED ESPANOLA DE
SUPERCOMPUTACION

Throughout 2010 the RES continued to offer
high value services to the Spanish scientific
community, organising training sessions and
seminars to improve dissemination of scien-
tific results obtained by RES users and to
improve the knowledge base of both techni-
cians and researchers. Continuing the trend

Research and Support Activities

(€ Access protocol and allocations in the RES during 2010

All the nodes of RES are accessible for use by Spanish and international scientists via electronic application following a
single Access Protocol being evaluated by a single Access Committee.

Allocation of access to RES supercomputer facilities is
based on criteria of efficacy, efficiency and transparency,
mediated by a double filter system, with potential projects
first being evaluated by the ANEP, followed by an evalua-
tion by the Access Committee, composed of a Core Team
and four Expert Panels formed by prestigious scientists
external to the BSC-CNS. The four Expert Panels are
defined according to the classification established by the
Spanish Foundation of Science and Technology (FECYT).

i experts in the area.

The Expert Panels

P Astronomy, Space and Earth Sciences

P Life and Health Sciences

P Mathematics, Physics and Engineering

P Chemistry and Materials Science and Technology
Each of the above areas is chaired by a group leader,
who acts as a coordinator, an assistant, and eight

The Access Committee allocates to both Spanish and interna-

of previous years, 2010 saw the demand for
access to RES services continue to increase,
exceeding by almost 200% the time available
for allocation. More than 100 projects utili-
sed RES resources during 2010, taking the
total number of scientific projects suppor-
ted since the creation of the RES to more
than 1300, highlighting the importance and
urgent need of access to supercomputing
facilities in Spain.

: -+
IAC ar
}u.f.;‘f' y

Nodes of the Spanish Supercomputing Network (RES)

(€RES main goals, resources and members

The Spanish Ministry of Science & Innovation (MICINN) created the Spanish Supercomputing Network (Red Espafiola
de Supercomputacién - RES) in July 2006 as a response to the need of the Spanish scientific community for increased
capacity and access to intensive calculation resources, considering the supercomputing resources as a decisive asset
for the scientific and technological development of the country.

RES Processing Power in TFLOP/s
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Canaria

The RES consists of a distributed virtual infrastructure of supercomputers located in different sites, each of which
contributes to the total processing power available to users of different R&D groups in Spain. Generally, each node
reserves 20% of capacity for use by researchers at the host institute, and the other 80% is made available to the gene-
ral scientific community via a single Access Committee. The exception is the node located at the ITC, which owns its
infrastructure, and makes available a 20% to the overall research community via a single Access Committee.

The total processing capacity of the RES is 138,5 TFLOP/s (138,5 trillion floating point operations per second) and
is coordinated by the Operations Department of the BSC-CNS, which includes support for global maintenance and
upgrades, training of users and technicians, facilitation of access and all the aspects related with the user support.

Access Committee CoreTeam 2010

P Ramoén Lopez de Arenosa, Ministerio de
Educacion y Ciencia

P Victoria Ley Vega de Seoane, Agencia
Nacional de Evaluacién y Prospectiva

» Ramon Beivide, Universidad de Cantabria

tional researchers more than 25 million computational work
hours every four months. In addition to internal research
groups, over |50 external activities made use of the RES sys-
tem in 2010. It is important to note that many scientific pro-
jects often request numerous periods of access to the RES
in order to perform different work activities (new activities
or continuation activities).As specified in the Access Protocol,

each request is treated separately and must pass the evalua-
tion procedure of the Access Committee. Thus the number of
activities reported for the RES is greater than the number of
projects registered for the year.

P José Maria Cela, BSC-CNS

(€ Access Requests 2010

Once the Access Committee has published its four monthly list of successful applicants and the number of computing
hours that each one has been granted and allocated, the Operations Department of BSC-CNS takes over the logisti-
cal processes of scheduling the users, preparing their software for loading and running the software and ensuring the
users have access to both the data results and statistics on the performance of their code, to facilitate future code
improvements.

The graph shows the evolution of requested hours (light blue), assigned hours (violet) and used hours (dark blue) over
the last four years.
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In the five years since the MareNostrum commenced operation, the MareNostrum and other RES nodes have collec-
tively provided more than 310 million hours of computation. Over the same period 628 million hours were requested,
indicating that the demand is more than double the hours that RES can provide to the scientific community.
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({RES Users’ Committee (CUREYS)

On the 9th February 2010, a new committee called CURES (Committee of the Users of the Spanish Supercomputing
Network) was established. The purpose of this new committe is to provide advice and feedback to management and
technicians on the current state and future delivery of RES resources and services.

CURES aims to promote the effective use of the High Performance Computing facilities of the RES by sharing infor-
mation on experiences in using the different systems, suggesting new research and technology directions in scientific
computing, and voicing user concerns. To this end CURES will undertake various communication activities, such as
holding regular meetings, establishing shared databases, and posting information on relevant webpages.

The members of the CURES committee elect amongst themselves The CURES members
the Chair and Vice-Chair, who act as representatives on behalf of
the whole committee. Each member may hold office a maximum
of two years, with half the members of the committee renewed
every year. Chair and Vice-Chair are replaced alternately with the
Vice-Chair assuming the Chair’s role, thereby ensuring continuity.

P Eight scientists who are users of RES -
two per scientific area of the Expert
Panels and chosen by the Coordinators
of the Access Committee.

P One RES representative chosen by the
RES members.

({Broad Impact on Scientific Research

Despite the RES being only a few years old, awareness of the RES and the services it offers has spread quickly since
2006. More than 150 R&D activities took advantage of the RES infrastructure in 2010, led by the most prominet re-
searchers from institutions in over 40 cities in Spain, Europe and overseas.

Cities of Origin of RES Users, 2010

The different research activities carried out on RES supercomputers during 2010 cover a huge range of scientific fields,
from ocean models to protein definition, nanotechnology, and the study of subatomic interactions, among others. The
results of these studies were disseminated in seminars and conferences all over the world and some led to published
articles in the most prestigious scientific journals.

Research and Support Activities

Many of these results would have been impossible to obtain in
such short timeframes using traditional computers, that would

RES Hours Used in 2010
by Scientific Field

take many years to complete such intensive computations. Only Astronomy,
the powerful computing capability offered by the RES makes these  chemistry and szccﬁei‘cias"h

research projects feasible. Material Science
& Technology

In addition to traditional channels of dissemination, the RES teams
organised both general and field-specific seminars to disseminate
scientific findings, and also held training sessions to inform current
and potential RES users on available tools and the key issues to
consider during project execution to maximise the benefit of using
RES facilities. A key objective is to more widely inform sectors of
the scientific community who have not traditionally used super- M;thhesfifc‘:t‘igfsv
computers on how to access RES resources. Additionaly, in-depth Engiyneering
technical training sessions were held for the teams that manage

each RES node and any scientific users interested in the subject.

Life & Health
Sciences

(€ RES Users Conferences in 2010

Two user conferences were held in 2010. The 3rd RES Users Con-
ference took place on July Ist in Zaragoza and the 4th RES Users
Conference took place on December |5th in Madrid.

The aim of the conferences is to disseminate the results obtained
via use of RES supercomputing facilities by different research groups
in each of the four scientific areas. The meetings thereby provide a
forum for numerous distinguished researchers to present their work
and results.

At each meeting the Access Committee and its operation were pre-
sented, and special attention was devoted to the newly created Users
Committee, outlining its operation and allowing the audience (more
than 70 attendees in both conferences) to participate in formulating proposals for improving its performance.

Opening of the 3rd RES Users Conference

Finally, an introduction to the PRACE (Partnership for Advanced Supercomputing in Europe) initiative was presented in
order to ensure the Spanish scientific community is kept abreast of the different resources that will become avaialble
in the future.

RES Scientific Seminars 2010

— The BSC-CNS in collaboration with UZ (University of Zaragoza) and
BIFI (Institute of Biocomputing and Physics of Complex Systems) or-
ganised the RES Scientific Seminar on Parallel Simulations in the Net-
work on November 30th, 2010.

The aim of these seminars is to educate scientists on how to improve
the efficacy of their simulations.The discretisation of space (and even
time) greatly reduces the degrees of freedom and significantly speeds
up simulations. Furthermore, an appropiate discretiation in problems
where the interaction is relatively local allows the parallelisation of
tasks in a highly efficient way, enabling parallel simulations to be applied
to different research areas such as Molecular Dynamics of condensed
matter or Monte Carlo simulations of magnetic systems,among many
others.The development of numerical and computational algorithms can further improve model efficiencies.

RES Scientific Seminar on Parallel Simulations

In the seminar, users learnt the basics of various methods that can be applied in order to develop parallel processes in
their simulations and thereby dramatically improve their algorithms.
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‘ 1 1

(€ RES Users Trainings in 2010

i The RES held two user trainings during 2010 with a very favorable
response from the more than 50 attendants.

The RES User’s Seminar on Programming Models (STARSs) took pla-
ce in Barcelona from 20 - 2Ist September 2010, conducted by ex-
perts from the Computer Science Department of the BSC-CNS.The
seminar was focused on providing an introduction in programming
models such as GRIDSs, COMPSs, MPI, SMPSs and STARSs to scien-
tific and technical developers in order to improve the code of the
applications they develop to run on RES resources.

The BSC-CNS in collaboration with IFCA (Institute of Physics of

: Cantabria) and the UC (University of Cantabria), also organised in

RES Users Seminar on Programming Models (STARSs)  Santander on November 5th, 2010 the RES Users Seminar on Parallel
Computing. This seminar, taught by UC and BSC-CNS staff, focused

on presenting the efficient use of /O parallel libraries (e.g. Parallel-HDF5, PNETCDF), MPI2 focused on parallel I/O, pa-
rallel file systems and parallel code debugging, to RES users, researchers and students interested in parallel computing.

(€ RES Technical Seminars in 2010

All the RES nodes share the desire to provide the best possible ser-
vices to the Spanish scientific community. A key element in achieving
this goal is to provide ongoing training and professional development
for their technical staff.

During 2010, a total of four technical seminars were held. Two were
held in Santander from 18 - 20th May, organised by the BSC-CNS
in collaboration with IFCA (Institute of Physics of Cantabria), one
focused on the implementation of ITIL in supercomputing centers

and one centered on Energy Management and Cooling of a Data Pro-
cessing Center. Then in Barcelona on 14th and |5th September, the
BSC-CNS organised a technical training on Storage Management in
the RES, and another technical training on the Function and Applica-
tion of Perfminer.

Some attendants of the RES Technical Seminars




3.2 Universidad Politécnica de Madrid - Magerit Node

Research and Support Activities

(€ Overview

The MAGERIT Supercomputer

CeSViMa (Supercomputing and Visualization Center of Madrid, in Spanish Centro
de Supercomputacion y Visualizacién de Madrid) is located in the Montegancedo
Campus, one of the sites of the Technical University of Madrid Science & Techno-
logy Park. CeSViMa, which is member of the Spanish Supercomputing Network
(RES), Spanish e-Science Network and Madrid Laboratories and Infraestructures
Network, focuses on three main objectives: High Performance Computing, Advan-
ced Interactive Visualisation, and Mass Storage.

Magerit (an ancient name of Madrid) is the name of CeSViMa’s supercomputer.

Magerit is a cluster of 1204 nodes (1036 eServer BladeCenter JS20 and 168 eServer BladeCenter |S21), that totals
2744 CPUs with 192 TB of storage. All components are interconnected with low latency myrinet network and high

bandwidth ethernet network.

When installed, Margerit held 2nd place for Spanish supercomputers in the TOP500 list (November 2006, 2nd in Spain,
9th in Europe and 34th of the world). It held 275th place in the first GREEN500 list of most environmentally friendly

supercomputers (November 2007).

(€ Organisational Structure

During 2010 the or-
ganisation of the CeS-
ViMa changed radica-
- [ly: new management

Evaluation A
. Director
Committee

nisational structure..

structure,new position
within the UPM’s orga-

Brain affected by Alzheimer’s (image: CajalBBP)

Evolution and explosion of electrically charged
fluid masses, Ultano Kindelén Bustelo (UPM)

Development of a regional climate model with
atmospheric-oceanic coupling and optimisation
of code for massively parallel computers, Antonio
Garcia Dopico (UPM) Fernando Cuartero Gémez, Cle-
mente Gallardo Andrés (UCLM)

Rapid ignition of blanks of inertial fusion, José Ja-
vier Honrubia Checa (UPM)

Development of indicators of chaos for analy-
sis of the dynamics of Hamiltonian systems of
three degrees of freedom, Juan Carlos Losada Gon-
zalez (UPM)

Development of algorithms for parallel simulation

STM image of the C60H30 PAHs deposited on a Pt(111) surface. Inset:
STM image showing a detail of two molecules.The white arrow indicates
the [1-10] surface crystallographic direction. Bias voltage and tunnel cu-
rrent are 750 mV and 0.2 nA, respectively. (image: Gonzalo Otero, et al)

Modeling of Synthetic and Biological Macromo-
lecules Through a Hierarchical Multiscale Ap-
proach, Nikolaos Karayiannis (UPM)

Design, synthesis and characterisation of advan-
ced high efficiency photovoltaic materials, Perla
Wahnén Benarroch (UPM)

Rapid ignition of inertial fusion blanks, José Javier
Honrubia Checa (UPM)

Modelling shock wave propagation in advanced
materials and nanostructures, Santiago Cuesta Lo-
pez (UPM)

Determination of the stress-optical coefficient
and plateau modulus from atomistic simulations
of polyethylene melts, Vicente Lorenzo (UPM)

of dynamic problems of deformable solids with
disparate time scales, Ignacio Romero Olleros (UPM)

st e Technical In late 2010,2 new ma- From left to right: Borja Chocarro, Rubén Ga-

Relations Services Management leano, Oscar Lozano, Oscar Cubo, Andrés Marin,
nagement gr k NP ] . ,

agement group too Fernando Limén,Vicente Martin, Maria S. Pérez-

overcontrolofCeSViMa. Hernandez, José Maria Pefia, Pilar Flores and

Jorge Guerra.

(€ Technical and Scientific Highlights 2010

In 2010 the Magerit supercomputer achived an average load of more than 80% with 24x7 availability. This represents a
provision of 20,480,000 CPU hours. Projects allocated via the RES access committee used near 13,000,000 CPU hours
(63.5% of the total provisioned hours) while the rest were assigned by local access committee. Local activities ranged
from studies of nuclear fusion, physical properties of polymers, to analysis of behaviour of liquid and air flows. For a list
of key scientific outputs during 2010, please consult the online version of this report.

({ Key Projects 2010

In addition to computing time dedicated to the RES, Magerit also provided support to numerous local research pro-

jects during 2010:

Blue brain project, José Maria Pefia Sinchez (CeSViMa)

Shock loading and wave propagation in advan-
ced nano-structured materials, Santiago Cuesta L6-
pez (UPM)

Computational and experimental Aero-Aous-

tics for prediction and control of noise (ACE-
PCOR), Eusebio Valero Sénchez (UPM)

CRP on analytical and experimental benchmark
analyses of accelerator driven systems (ADS),

Alberto Abanades Velasco, Vassilis Theofilis (UPM)

Development and formalisation of monitoring
techniques for 3D images with application to
the analysis of CT/MRI hepatic images, Carlos Pla-
tero Duenas (UPM)

Advanced multiscale nucleo-cellular methods in
tridimensional and multigroup geometries for
calculatins of light water reactors, Carolina Ahnert
Iglesias (UPM)

New intermediate band photovoltaic materials,
Perla Wahnén Benarroch (UPM)

SEALS, Asuncién Gémez Pérez (UPM)

Simulation of transitional bubbles of separation
en low pressure turbines, Javier Jiménez Sendin (UPM)

Characterisation of magnetic nanostructures
obtained by cathodic pulverisation and and na-
nolithography by electron beam, Marco César Mai-
cas Ramos (UPM)

Mechanoquantum calculations in mesoscopic
systems, Vicente Martin Ayuso (UPM)

Multiscale Modeling of Nanostructured Interfa-
ces for Biological Sensors (MNIBS), Manuel Laso
Carbajo (UPM)

Homeland security: technologies for integral se-
curity in public spaces and infrastructures (HES-
PERIA), Pedro Gémez Vilda (UPM)

Operational system for air quality prediction
for the european continent (MM5-CMAQ-
EMIMO): Regional information systems, Roberto
San José (UPM)

Development of numerical algorithms for the
simulation of multiscale mechanical systems in
distributed calculation platforms, Ignacio Romero
Olleros (UPM)

Method of integration of public and private, he-
terogenous data sources, oriented at recompila-
tion, Victor Manuel Maojo Garcia (UPM)

QUINFOG, Juan José Garcia Ripoll (QUITEMAD)
MIC, David Pérez Garcia (QUITEMAD)
GICC-UPM, Vicente Martin Ayuso (QUITEMAD)

Cryptography, computation and simulation, Mi-
guel Angel Martin Delgado (QUITEMAD)